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Abstract

Ribulose 1,5-bisphosphate carboxylase-oxygenase (RuBisCO) is the main enzyme

involved in atmospheric carbon dioxide (CO2) fixation in the biosphere. This enzyme

catalyses a set of five chemical steps that take place in the same active-site within

magnesium (II) coordination sphere. Here, a set of electronic structure benchmark

calculations have been carried out on a reaction path proposed by Gready et al. by

means of the projector-based embedding approach. Activation and reaction energies

for all main steps catalyzed by RuBisCO have been calculated at the MP2, SCS-MP2,

CCSD and CCSD(T)/aug-cc-pVDZ and cc-pVDZ levels of theory. The treatment of

the magnesium cation with post-HF methods is explored to determine the nature of its

†A footnote for the title
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involvement in the mechanism. With the high-level ab initio values as a reference, we

tested the performance of a set of density functional theory (DFT) exchange-correlation

(xc) functionals in reproducing the reaction energetics of RuBisCO carboxylase activity

on a set of model fragments. Different DFT xc-functionals show large variation in

activation and reaction energies. Activation and reaction energies computed at the

B3LYP level are close to the reference SCS-MP2 results for carboxylation, hydration

and protonation reactions. However, for the carbon-carbon bond dissociation reaction,

B3LYP and other functionals give results that differ significantly from the ab initio

reference values. The results show the applicability of the projector-based embedding

approach to metalloenzymes. This technique removes the uncertainty associated with

the selection of different DFT xc-functionals and so can overcome some of inherent

limitations of DFT calculations, complementing and potentially adding to modelling

of enzyme reaction mechanisms with DFT methods.

Introduction

Ribulose 1,5 bisphosphate carboxylase-oxygenase (RuBisCO) is a magnesium metalloen-

zyme found in the chloroplasts of the majority of photosynthetic organisms.1–7 This enzyme

is involved in the first main step of the Calvin-Benson-Bassham (CBB) cycle associated

with atmospheric carbon dioxide (CO2) assimilation.1,2,4–9 Within the enzyme’s catalytic

pocket, a set of five chemical reactions convert the initial substrate, ribulose 1,5-bisphosphate

(RuBP), to the final product, two-molecules of 3-phosphoglycerate (3-PGA).4–6,10,11 The

catalyzed chemical reactions involve CO2 and H2O addition to an activated RuBP interme-

diate by enolization, which subsequently undergoes a bond dissociation reaction to produce

two-molecules of 3-PGA through stereospecific protonation.5,6,10–12 All these chemical trans-

formations (enolization, carboxylation, hydration, bond cleavage and stereospecific protona-

tion) occur in a highly charged chemical environment centered on the first magnesium (II)

coordination sphere (see Figure 1A).4,5
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In the last five decades, much effort has been devoted to studying the mechanisms of

RuBisCO carboxylase activity.5,6,10–14 Computational and experimental studies have identi-

fied the role of different amino-acid residues within each chemical step.4–7,10–24 Specifically,

Gready et al.5 have proposed a complete sequence of chemical species that connect the ini-

tial RuBP with the two-molecules of 3-PGA from calculations on a set of model fragments

representing the active-site and substrate. These models represent the first magnesium co-

ordination sphere including a reduced version of the substrate and the protonated residues

Kcx201 (carbamylated lysine), Asp203 and Glu204 together with the second magnesium co-

ordination sphere consisting of residues His294, Lys334, Lys177 and Lys175, schematically

shown in Figure 1A. The numbering of amino-acid residues here used corresponds to spinach

RuBisCO (PDB ID: 8RUC).4

In the proposed mechanism, amino-acid residues within the first and second magnesium

coordination sphere were identified as promoting each main chemical step. In general, a

proton transfer event was identified for each one of the main steps from the geometry opti-

mization process carried out on each model fragment.5 Gready et al. carried out electronic

structure calculations using density functional theory (DFT). Geometry optimizations and

energy calculations were carried out for each chemical step in order to obtain activation and

reaction energies. Mechanistic details are still debated and the focus of ongoing research

on RuBisCO.6,10–14 The proposed reaction path by Gready et al. still represents the largest

and most complete model reported so far to describe all chemical events that take place

within enzyme active-site. However, a systematic study of the effect of the electronic struc-

ture method used to describe the energetics associated with each chemical step (activation

and reaction energy) is still missing. We have showed that DFT methods provide accurate

geometries but may present considerable errors in predicting carboxylation reaction elec-

tronic energies compared to complete basis set CCSD(T) calculations.25 High-level post-HF

ab initio electronic structure methods can provide accurate electronic energies to predict

energetics of each chemical step involved in RuBisCO carboxylase activity. The inclusion of
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electronic correlation energy in a systematic way helps to explore the role played by the mag-

nesium cation and its first and second coordination sphere in the reaction. The validation

of a computational method is crucial for the future development of more complex RuBisCO

models taking into account the whole protein and its dynamics in multi-scale quantum me-

chanics/molecular mechanics (QM/MM) molecular dynamics simulations which represents,

nowadays, a powerful tool to explore enzymes.26

Here, a computational study of the carboxylase activity of RuBisCO enzyme assesses

different ab initio and DFT electronic structure methods for the reaction path proposed

by Gready et al.5 The projector-based embedding approach is used: this can eliminate

the variability often found when different DFT exchange-correlation functionals (DFT xc-

functional) are selected.27–30 This embedding approach has not previously been applied to

a metalloenzyme, to our knowledge. This methodology allows us to obtain accurate acti-

vation and reaction energies, by describing the most important part of the reactions with

a high-level ab initio post-HF electronic structure method, within a DFT treatment of the

active-site model. The projector-based embedding approach tests and overcomes some in-

herent limitations of DFT methods by applying correlated ab initio methods. Similar to

the projector-based embedding technique, other high-level approaches are emerging for the

calculation of accurate activation barriers for enzyme-catalysed reactions.31

Computational Methods

For HF, DFT and MP2 calculations, the ORCA (version 4.0)32,33 quantum chemistry package

with the aug-cc-pVDZ basis set34–36 was used, taking all electrons into account. A very dense

DFT integration grid (Grid5 and Final Grid6 keywords in the ORCA input file) was chosen to

reduce the effect of the grid size in these calculations. For DFTB,37 the DFTB+ package38

was used along with DFTB parameter set 3ob39–41 which were specifically parameterized

for organic and biological systems. In the case of projector-based embedding calculations,
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the electronic energy was computed using the MOLPRO (Molpro 2019.1)42 software. A

specific active zone was selected to describe the most reactive part with a high-level wave-

function (WF) method and the rest of the model fragment with different DFT xc-functionals

(WF-in-DFT). The aug-cc-pVDZ34–36 basis set was employed for both the high-level and

low-level subregions. To accurately describe the chemically reactive region in the projector-

based embedding calculations, different sets of active atoms were selected for each chemical

step including or not the magnesium cation and applying a basis set truncation technique

(truncation threshold parameter: 0.0001)43 to reduce the computational cost associated

with the embedding calculations. All model fragments contain 77 atoms with a total of 316

electrons. To compute the electronic energy for each model fragment, we have used the same

optimized structures proposed by Gready et al. which have been reported in the Supporting

Information of the original report.5 However, we have detected that two of these structures

showed a mismatch with the energetics and structural features reported by Gready et al.

Both structures have been obtained for us by means of a optimization process by using

previous transition state structures as initial guess (see Supporting Information).

Results and Discussion

The main goal in the present study is to obtain reliable activation and reaction energies

involved in the RuBisCO carboxylase activity with a set of electronic structure methods of

different nature using the projector-based embedding technique to enable high-level post-HF

method on systems of several hundreds of electrons with reduced computational resources.

The chemical reactions here considered (carboxylation, hydration, bond dissociation and

protonation reactions) are schematically shown in Figure 1B where the main chemical change

on the substrate molecule are highlighted in color red.

It is important to stress that model fragments proposed by Gready et al. only contains

a reduced version of RuBP with four carbon atoms and just one phosphate (R-PO−24 ) group
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Figure 1: Schematic representation of (A) a model fragment of the enzymatic active site
proposed by Gready et al.5 to describe carboxylation step. (B) The main chemical reactions
considered for RuBisCO carboxylase activity: carboxylation, hydration, bond dissociation
and protonation reactions. The color red highlights the main chemical event on the sub-
strate molecule, ribulose 1,5-bisphosphate (RuBP). It is important to stress that the model
fragment shown in (A) only contains a reduced version of the substrate with four carbon
atoms and just one phosphate group.

which has been neutralized with two protons to prevent artifactual energies. In the original

paper, the electronic energy was computed at DFT level using the B3LYP xc-functional

and the 6-31G(d,p) basis set. To reproduce Gready’s electronic energy values, a set of

single-point calculations at the same level of theory (B3LYP, 6-31G(d,p)) was carried out

on each model fragment and obtained electronic changes are shown in Figure 2 with the

label B3LYP* and in Table S1 in the Supporting Information. The obtained values were

∆E‡= 5.9 and ∆E0= -7.7 kcal mol−1 (carboxylation), ∆E‡= 21.6 and ∆E0= 0.3 kcal mol−1

(hydration), ∆E‡= 27.4 and ∆E0= 11.3 kcal mol−1 (bond dissociation) and ∆E‡= 13.5

and ∆E0= -18.1 kcal mol−1(bond dissociation), respectively. In order to assess the effect

of different electronic structure methods on activation and reaction energies, a set of single-

point calculations was computed on the same optimized structures proposed by Gready et

al. (Cartesian coordinates are provided in the Supporting Information) and the obtained

energetic changes are also shown in Figure 2.
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DFT Results

First, the performance of a set of DFT xc-functionals of different nature compared to a set of

high and low-level electronic structure methods (HF, DFTB, MP2, SCS-MP2) was analyzed.

Figure 2 shows the activation (blue) and reaction (orange) energies obtained for each chem-

ical step within the sequence of reactions catalyzed by RuBisCO enzyme (carboxylation,

hydration, bond dissociation and protonation). In biological systems that have an electronic

state that is well described by a single electronic configuration the performance of SCS-MP2

is often comparable to other high-level electronic structure methods like CCSD(T),27–29,44

therefore, SCS-MP2 was selected as the reference in this particular selection of methods and

its results are shown as dotted line in Figure 2.

As can be seen in Figure 2, the calculated barriers and reaction energies are notably

sensitive to the DFT xc-functional employed. This shows the need to be cautious in drawing

mechanistic conclusions from DFT calculations. Of the WF methods (last three columns in

Figure 2), HF and MP2 show the largest and smallest activation and reaction energy values

in all steps. The inclusion of the spin-component-scaling within the MP2 energy calculations

(SCS-MP2) increases its activation and reaction energy values, placing it between HF and

MP2. The HF results are only included as a comparison and we do not of course expect

them to be useful in predicting reaction energetics. Of DFT results, the smallest and largest

activation and reaction energy values were obtained with PBE and BH&HLYP, respectively,

which is a general trend of GGA functionals underestimating barriers and with inclusion

of HF exchange increasing them. In between, a range of different values for different DFT

xc-functionals (B3LYP, M06-L, M06-2x, ωB97x and PBE0) is observed. For this set of reac-

tions, the semiempirical DFTB method turned out to be very close to B3LYP particularly,

for the activation energy values. DFTB is widely used in QM/MM molecular dynamics sim-

ulations.45,46 This indicates that DFTB is a reasonable choice for modelling this RuBisCO

activity.

Among the electronic structure methods, SCS-MP2 is the highest level method consid-
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Figure 2: Activation (bar in color blue) and reaction (bar in color orange) energies calculated
for the (A) carboxylation , (B) hydration, (C) bond cleavage and (D) protonation reactions.
In all cases the electronic energy was determined by using a Dunning basis set, aug-cc-pVDZ.
The electronic energy obtained at the B3LYP/6-31G(d,p) level was included as comparison
and highlighted with an asterisk.

ering the 77 atoms and 316 electrons of the whole system and provides the reference, which

in general gives better results than MP2 and is very close to CCSD(T) in some cases.27–29,44

Projector-based Embedding Results

A set of projector-based embedding calculations was carried out on each RuBisCO model

fragment determined by Gready et al.5 The projector-based embedding approach allows high-

level post-HF calculations by reducing the computational resource costs (e.g. memory). Here
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we calculated the activation and reaction energies of each chemical step. In the embedding

technique, a high-level region is defined within a larger QM region; the high-level region is

typically treated by a correlated ab initio method, and the larger QM region is typically

treated by DFT. The embedding approach has been shown to remove the dependence of

enzyme reaction barriers on density functional.29 To our knowledge, the calculations here

are the first application of this approach to a metalloenzyme.

A suitable high-level region was selected for each RuBisCO model including all active

atoms close to the reactive center. The effects of including the magnesium cation within

the high-level region was also explored to study its role in the reaction. We selected the

carboxylation reaction to study the effect of the high-level region size on the computed

activation and reaction energies. Three different sizes of high-level regions were explored

(shadowed atoms on reactive species, Figure 3), with an increasing number of active atoms

(first column in Figure 3).

The smallest high-level region (region I, 39 high-level orbitals) only contains the CO2

molecule and the majority of substrate atoms (up to two bonds from C2 carbon atom).

Here, it is important to stress that carboxylation takes place on the C2 carbon atom and

in Gready et al.’s model, this step is assisted by His294 as a base. Part of this residue was

considered in the high-level region in the calculations using region II (51 high-level orbitals )

as shown in Figure 3. Thus, the proton transfer process that takes places between the RuBP

O3 oxygen atom and His294 (εN) nitrogen atom was included in the high-level region, along

with the carboxylation reaction. Finally, in the largest high-level region (region III, 68 high-

level orbitals) a part of both amino-acid residues Kcx201 and Lys175 were also included due

to their proximity to the reactive centers located on the C2 carbon atom.

For all these systems, the electronic energy was computed with the projector-based em-

bedding approach in SCS-MP2-in-DFT scheme using different DFT xc-functionals (B3LYP,

PBE, BH&HLYP, and M06-2x) to describe the chemical environment and to compare it

with the full SCS-MP2 result. The computed reaction and activation energy for each system
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Figure 3: On the left, three different sizes of the high-level region are shown: (A) small :
region I, (B) medium: region II and (C) large : region III. The active atoms selected in each
high-level region are highlighted with a shadow in each model fragment. On the bottom
the reactant, transition state and product structure of the carboxylation reaction are shown
using the largest high-level region. On the right top the activation and reaction energy
with different high-level region size employed for projector-based embedding calculations in
a SCS-MP2-in-DFT scheme are shown. For reference, full-DFT (first point, labeled DFT )
and full-SCS-MP2 (bar graph) results of the whole model fragment are shown.

including the magnesium cation in the high-level region are shown in Figure 3. The full

SCS-MP2 electronic energy value for the whole model fragment was included as a bar graph

at the right as a reference value. The full SCS-MP2 activation and reaction energy for the

carboxylation reaction are ∆E‡= 6.10 and ∆E0= -8.31 kcal mol−1. The full DFT result for

each DFT xc-functional is also shown in the same Figure with the label DFT. As can be seen

in the inset of Figure 3, when more atoms near to the reactive center are included within the

high-level region, the variability initially found with different DFT xc-functional is reduced

and the energy values converge to the full SCS-MP2 result. Therefore, it is possible to ob-
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tain energy values very close to the full SCS-MP2 result with the projector-based embedding

approach, with different DFT xc-functionals, reducing the computational resources (mem-

ory) considerably, showing that this is a practical and accurate approach to high accuracy

calculations of reaction energies for metalloenzymes.

Using high-level regions of comparable size as region III, we extended the analysis to other

chemical reactions of RuBisCO. Table 1 shows the error due to embedding of the activation

and reaction energies obtained at SCS-MP2-in-B3LYP or MP2-in-B3LYP/aug-cc-pVDZ level

compared to the full SCS-MP2 and MP2 calculations for each reaction step. It can be

seen that the errors introduced by embedding are very small: the results from embedded

calculations are very similar to the full ab initio results. The active atoms considered for each

step are shown in Figure S1 in Supplementary Information. For each reaction a different set

of atoms was selected including all atoms separated by up to two bonds from the reactive

center.

Table 1: Reaction energies and activation barriers for chemical steps, calculated with MP2
and SCS-MP2 methods. Errors from emdedding are calculated by comparing these values to
projector-based embedding results from a WF-in-B3LYP/aug-cc-pVDZ scheme. All energy
values are expressed in kcal mol−1. The numbers of orbitals included in the high-level region
are 68, 64, 80 and 69, respectively.

Method
Carboxylation Hydration Bond Dissociation Protonation
∆E‡ ∆E0 ∆E‡ ∆E0 ∆E‡ ∆E0 ∆E‡ ∆E0

Full MP2 2.89 −9.65 21.85 −2.45 29.88 25.40 11.33 −15.82
Full SCS-MP2 6.10 −8.31 23.91 −0.90 31.99 23.78 12.16 −18.61

Errors from embedding:
MP2-in-B3LYP 0.06 −0.57 −0.40 −2.63 2.59 0.16 3.01 2.47
SCS-MP2-in-B3LYP −0.06 −1.35 −0.68 −2.26 2.34 −0.10 2.78 1.90

The error from using the projector-based embedding technique is smaller than 3 kcal

mol−1 for all reactions and almost half of the values are within 1 kcal mol−1. This shows that

the embedding method provides accurate results for this metalloenzyme, as has been found

previously for reactions catalyzed by enzymes that do not use metal ions in catalysis.27–30

Considering that this method enables high-level post-HF calculations on electronic systems
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of several hundreds of electrons, its direct application along the reaction path obtained from

QM/MM calculations becomes possible. From the potential energy profiles, high-level post-

HF activation barriers will be derived, which will consider the electrostatic effect of the

surrounding enzyme, contributing to the understanding of enzymatic reaction mechanisms.

To investigate the accuracy of the SCS-MP2 calculations in the WF-in-DFT schemes, a

smaller high-level region with a reduced basis set (cc-pVDZ) was selected to obtain CCSD

and CCSD(T) results. Table S2 in the Supporting Information shows the results obtained

at MP2, SCS-MP2, CCSD and CCSD(T)-in-B3LYP/cc-pVDZ level for this system. In this

Table, we also address the effect of including the magnesium cation in the active (high level)

zone (Mg) or describing it at the DFT level. The results show that the inclusion of the

magnesium atom in the high-level region has a negligible effect on the computed energies for

all the reaction steps. The energy differences are below 0.5 kcal mol−1 for all the reactions.

This embedding result indicates that DFT is sufficient to describe the Mg2+ cation in this

system. The SCS-MP2 and CCSD(T) results are very close to each other, showing that SCS-

MP2 provides an adequate reference. The energy differences are often below 2 kcal mol−1.

Finally, we combine the obtained results to define the energetics of the different steps and

compare them to the values obtained by Gready et al. at the B3LYP/6-31G(d,p) level. The

calculated energy profiles are compared to B3LYP results in Figure 4.

The (full, canonical) SCS-MP2/aug-cc-pVDZ method was selected as our reference as

they provide values close to CCSD(T) as discussed above (they are also very close to SCS-

MP2-in-DFT results). It is important to stress that it was not feasible to perform CCSD(T)

calculations with larger basis sets with our available computing resources. The largest energy

difference in the reaction energetics (DFT vs SCS-MP2) is in the reaction energy for the

dissociation reaction, which is less exothermic. This chemical step involves bond breaking,

which needs a proper description of the electronic correlation energy as we have shown

previously.25 A notable difference is that SCS-MP2 calculations predict the transition state

of the proton transfer reaction as the highest energy point along the whole path from the
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Figure 4: Energy profiles for all chemical steps calculated using different electronic structure
methods. B3LYP*:(B3LYP/6-31G(d,p)), B3LYP: (B3LYP/aug-cc-pVDZ) and Full SCS-
MP2: (SCS-MP2/aug-cc-pVDZ). In this case, a full SCS-MP2 calculation was selected to
compare the energetic changes instead of the SCS-MP2-in-DFT embedding scheme. As it
can be seen in Table 1, embedding results provide electronic energy values very close to full
SCS-MP2 if a high-level region large enough is selected.

reactants to the product.

Considering the small errors incurred in the projector-based embedding approach and

its reduced computational cost, this study shows that DFT potential energy profiles can

be improved with more accurate post-HF methods in embedding calculations, removing

uncertainly due to choice of DFT functional, to address reaction mechanisms in enzymes,

including metalloenzymes.

Conclusions

Our results show the projector-based embedding technique is applicable to a metalloenzyme,

using post-HF calculations which include the metal cation within the high-level region. The

SCS-MP2-in-B3LYP method with the aug-cc-pVDZ basis set correctly describes the energet-

ics of the chemical steps associated with the CO2 fixation mechanism of RuBisCO resulting
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in errors below 3 kcal mol−1 (and almost half of the values are within 1 kcal mol−1) compared

to our reference calculations.
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to electronic energy associated with the first fragment model. In Table S2 activation and

reaction energies calculated with projector-based embedding approach at SCS-MP2, MP2,
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