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Abstract

We present a computational analysis of the spin-density asymmetry in cation

radical states of reaction center models from photosystem I, photosystem II, and

bacteria from Synechococcus elongatus, Thermococcus vulcanus, and Rhodobacter

sphaeroides, respectively. The recently developed FDE-diab methodology [J. Chem.

Phys., 148 (2018), 214104] allowed us to effectively avoid the spin-density overdelo-

calization error characteristic for standard Kohn–Sham Density Functional Theory

and to reliably calculate spin-density distributions and electronic couplings for a

number of molecular systems ranging from inner pairs of (bacterio)chlorophyll a

molecules in vacuum to large protein including up to about 2000 atoms. The cal-

culated spin densities show a good agreement with available experimental results

and were used to validate reaction center models reported in the literature. Here

we demonstrate that the applied theoretical approach is very sensitive to changes

in molecular structures and relative orientation of molecules. This makes FDE-diab

a valuable tool for electronic structure calculations of large photosynthetic models

effectively complementing the existing experimental techniques.
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1 Introduction

The mechanism of natural photosynthesis can conveniently be divided into several distinct

steps [1]: i) light harvesting in antenna proteins, ii) a fast primary electron-transfer event

in the reaction center (RC), iii) protein stabilization due to charge separation, and iv)

subsequent steps involving the synthesis of new chemical compounds. In the first step,

the photosynthetic system does not undergo any chemical transformations and simply

transfers the absorbed energy to the RC. The RC contains (bacterio)chlorophyll [(B)Chl]

molecule(s), which constitute the primary electron donor. For the cases of green plants,

algae, and cyanobacteria, two primary electron donors are known: P700 in photosys-

tem I (PSI) and P680 in photosystem II (PSII) [1]. Bacterial reaction centers (BRCs)

containing the electron donors P870 and P960 can be found in Rhodobacter sphaeroides

and Rhodopseudomonas viridis, respectively [1]. Note that the numbers correspond to

the absorption maxima of those complexes. The primary electron donors of PSI and the

BRC are pairs of inner (B)Chl a [2, 3], which are called the special pair (SP) in cases of

BRCs [4] (for an overview on RC structures, see Sec. 2). In case of PSII, the primary

electron donor is composed of an accessory Chl a co-factor [3]. Being excited by the deliv-

ered energy, these primary electron donors donate an electron forming short-lived radical

pairs with neighboring co-factors (for more detail, see Refs. [2, 3]). In the third step, a

chain of secondary electron-transfer reactions is initiated preventing the recombination of

radical pairs back to neutral compounds and stabilizing the separation of charges. Thus,

the absorbed energy is converted into electro-chemical potential, which is further used for

synthesis of chemical compounds.

Although (B)Chl molecules in an inner pair are structurally very similar, they often have

very different properties. The nearby protein environment could break the symmetry in

the electronic structure of the pair, thus considerably changing its behavior during the

electron donation. In case of a small asymmetry, this dimer could participate in electron-
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transfer processes as a supermolecule, whereas a strong asymmetry causes it to act as a

pair of independent and weakly-coupled subunits. The degree of the electronic-structure

asymmetry in inner pairs and corresponding radical cations, formed during the primary

electron donation (for PSI and the BRC) or subsequent charge separation reactions (for

PSII), is a frequently discussed issue in the field and received vast attention in the liter-

ature (for example, see Refs. [5–14]). In order to assess the asymmetry of the electronic

ground state, chemical shifts of (B)Chl a molecules are often considered [13,14], whereas

spin-density distributions are used for cation radical states of inner pairs [6]. Solid-state

Photochemically Induced Dynamic Nuclear Polarization Nuclear Magnetic Resonance

(photo-CIDNP NMR) gives an access to both molecular properties. This methodology

can be used to reconstruct spin-density maps of radical pairs inside RCs of plants and

bacteria [2,3] and can be applied to whole living cells [15] or even entire intact plants [16].

Another strategy is to access the s-orbital contributions to the spin density from measured

hyperfine coupling constants (Fermi contact term) [17]. To that end, Electron Paramag-

netic Resonance (EPR) and related methods such as Electron-Nuclear Double Resonance

(ENDOR), Electron Spin Echo Envelope Modulation (ESEEM), and Electron–Nuclear–

Nuclear Triple Resonance (commonly referred to as TRIPLE) can be applied to single

photosynthetic pigments [18–20] as well as to primary electron donors [21,22].

Theoretical studies are especially important for investigating the spin-density asymmetry

as they provide a direct access to electronic structures of photosynthetic pigments and

can be applied to obtain spin densities and hyperfine coupling constants of many short-

lived open-shell intermediates produced in electron-transfer reactions. However, reliable

calculations of inner pair spin-density distributions may require the consideration of the

surrounding protein environment. This considerably increases the size of molecular models

to be computed and restricts the choice of the electronic structure method to Kohn–Sham

Density Function Theory (KS-DFT). The latter is affected by the self-interaction error

(SIE) [23–25] and often produces overly delocalized spin-density distributions [26, 27].
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This effect can be especially strong for non-covalently bonded molecular systems (for

examples, see Refs. [27, 28]) and, therefore, is expected to be crucial for pigments in RC

models. Moreover, the degree of spin delocalization may strongly depend on the exchange–

correlation (XC) functional applied [29–32]. Although many different approaches were

proposed in the literature to overcome this problem [27, 29–34], the ultimate solution is

not yet found and the issue remains relevant.

One of these proposed solutions [27] is based on the use of the Frozen-Density Embed-

ding (FDE) formalism [35] and allows to effectively avoid the spin-density overdelocal-

ization error at the intermolecular region due to an embedding potential applied. This

methodology seems especially attractive due to the possibility to consider much larger

molecular systems than generally accessible with KS-DFT. However, its use leads to an

opposite problem of overly localized spin densities. This drawback was recently lifted with

FDE-diab [28], which extended and generalized the previously known Electron-Transfer

Frozen-Density Embedding method (FDE-ET) [36–39]. The underlying idea of FDE-diab

lies in the construction of charge- and spin-localized quasi-diabatic states and computing

electronic couplings between them. A similar strategy was successfully applied in var-

ious electron-transfer calculations earlier [40–44] and proved to be very effective. The

FDE-diab methodology was validated for a number of dimeric complexes featuring dif-

ferent degrees of the spin-density localization and was shown to be a more reliable and

robust approach for spin-density calculations than standard KS-DFT [28]. In this work,

we present FDE-diab calculations of spin densities and electronic couplings for RC mod-

els of PSI, PSII, and bacteria from Synechococcus elongatus, Thermococcus vulcanus, and

Rhodobacter sphaeroides, respectively. We aim at reliable assessments of the spin-density

asymmetry in inner pair radical cations and validation of previously proposed photosyn-

thetic models. To that end, we consider a number of molecular systems ranging from

dimeric complexes in vacuum to large protein and investigate roles of relative co-factor

arrangements.
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In what follows, we briefly introduce RC architectures for PSI, PSII, and bacteria in

Sec. 2. The underlying theory of the theoretical approach used is described in Sec. 3. In

Sec. 4, we provide details on model setup and computations conducted followed by results

presented in Sec. 5. Further discussions and conclusions are given in Sec. 6.

2 Architecture of Reaction Centers

In the following, we limit our consideration to molecular structures of the RCs from PSII,

PSI, and bacteria characteristical to the Thermococcus vulcanus, Synechococcus elongatus,

and Rhodobacter sphaeroides photosynthetic organisms, respectively. The corresponding

crystal structures were taken from Protein Data Bank (PDB) entries 3WU2 [45], 1JB0 [46],

and 1M3X [47]. Similar RCs found in other organisms as well as mutants of the ones

mentioned above are outside the scope of this paper and are not discussed here.

PSII is a protein complex located in the thylakoid membrane of oxygenic photosynthetic

organisms. It is composed of two protein sub-units D1 and D2 (see Fig. 1). The membrane

of PSII contains 36 trans-membrane α-helices. Five of these helices belong to the proteins

D1 and D2 each. Six of those belong to the proteins CP43 and CP47. CP43 and CP47

are called the core antenna proteins that bind 13 and 16 Chl a molecules, respectively.

Overall 11 β-carotene units can be found in the antenna proteins. The central magnesium

atom of the majority of the Chl a molecules in the antenna proteins is coordinated by a

histidine (His) residue. Additionally, the tetrapyrrole macrocycle of these Chl a molecules

is not exactly planar, but slightly bent out of the macrocycle plane. The proteins D1 and

D2 contain the co-factors that are associated with the RC of PSII. The D1 and D2

sub-units are distinguished by the presence of the so-called Oxygen Evolving Complex

(OEC) near the sub-unit D1 (not shown in Fig. 1) and other structural aspects. The

role of this manganese cluster is the oxidation of water and formation of oxygen [48].
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The RC contains six Chl a molecules, of which four are believed to participate in the

electron-transfer processes: i) the inner PD1 and PD2 co-factors composing the inner

pair structurally similar to the SP in the BRC (depicted in green in Fig. 1) and ii) the

accessory ChlD1 and ChlD2 pigments (blue). The RC also includes two Phe a molecules

dubbed PheD1 and PheD2 (red) and two plastoquinone co-factors QA and QB (violet)

as well as Fe(II) ion (brown) located near QA and QB. The inner PD1/D2 co-factors are

coordinated by His residues, whereas the accessory ChlD1/D2 pigments are coordinated by

water molecules.

As seen from Fig. 1, PSI (just like PSII) also contains two protein sub-units, which are

nearly C2-symmetric. Its inner pair (shown in green) is formed by one Chl a molecule

and a C-132-epimer of Chl a (often referred to as Chl a′), which are denoted as PB and

PA, respectively. It is well-known that PA forms several hydrogen bonds with amino

acids from the surrounding protein environment, while PB does not [46, 49, 50]. The two

accessory pigments are Chl a molecules and called A−1A and A−1B (blue). Similar to the

case of PSII, the magnesium atoms of the inner co-factors PA and PB are coordinated

by His molecules, whereas the magnesium atoms of accessory pigments A−1A and A−1B

are coordinated by water molecules. Instead of Phe a molecules, the RC of PSI contains

two Chl a co-factors, which are referred to as A0A and A0B (red) and feature the central

magnesium atoms being coordinated by sulfur atoms of methionine residues. In addition

to the above-mentioned pigments, this RC also includes two phylloquinone co-factors A1A

and A1B (violet) and an [4Fe-4S] cluster Fx (brown).

In the BRC, the SP of pigments is formed by BChl a molecules, which are denoted as DA

and DB (green). Similar BChl a molecules compose the pair of accessory co-factors BA

and BB (blue). It is interesting to note that the central magnesium atoms of these four

pigments are all coordinated by axial His molecules. In contrast to the case of PSII, the

BRC features a pair of BPhe a molecules instead of Phe a, which are called HA and HB and
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depicted in red in Fig. 1. The pair of quinone molecules is represented by menaquinone

QA and ubiquinone QB. Additionally, the BRC contains, just like in PSII, a Fe(II) ion

(brown) located between the QA and QB co-factors.

8



Figure 1: Graphical representation of the structural arrangement of the co-factors in

photosynthetic RCs of PSII, PSI, and bacteria. The crystal structures are taken from

PDB entries 3WU2 [45], 1JB0 [46], and 1M3X [47]. For the color code used, see the main

text.
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3 Theory

The underlying theory of the FDE-diab approach [28,36–39] will be briefly repeated here

for the specific case of two non-covalently bound molecules A and B forming a radical

cation complex [A · · ·B]+•. This rather simple consideration has a direct connection to

CT processes often occurring between two pigments in photosynthetic systems and is

sufficient enough for dimeric molecular models presented in this work. Note, however,

that generalization to multiple fragments is straightforward from a mathematical point of

view. In these radical cation complexes, charge and spin are delocalized to some extent

between both molecules. The spin-density ratio can range from a complete delocalization

(i.e., 50%/50%) to a localization at only one fragment. The former case can be found in

structurally symmetric dimers A2
+•, while the latter case is characteristic for fragments

with different ionization energies and large intermolecular separations. As was mentioned

above, a description of the radical cation electronic structure in general and prediction of

spin-density delocalizations in particular may be problematic with both the KS-DFT and

FDE approaches. However, the tendency of FDE to overlocalize charge and spin density

can be used to construct an approximate electronic wave function Ψ of the radical cation

complex [A · · ·B]+•, which provides a qualitatively correct description of the electronic

structure. This can be achieved by computing two wave functions Φ1 and Φ2 corresponding

to the charge-localized states |A+•B〉 and |AB+•〉 and taking the total electronic wave

function Ψ as a linear combination,

Ψ = aΦ1 + bΦ2 (1)

with linear combination coefficients a and b. This basis of two quasi-diabatic wave func-

tions Φ1 and Φ2 can then be used to evaluate the elements of overlap and Hamilton

matrices to subsequently solve a generalized eigenvalue problem. The resulting eigen-

vector elements a and b define the total wave function Ψ and, thus, give an access to

calculations of various molecular properties of the radical cation complex [A · · ·B]+•. In
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the following sections, we briefly describe the FDE-diab methodology and show how ac-

curate electronic couplings, long-range excitations, and spin densities can be calculated

from the total wave function.

3.1 Construction of Charge-Localized States

In order to construct the required wave functions Φ1 and Φ2, we carry out FDE [35] com-

putations of the radical cations [A+• · · ·B] and [A · · ·B+•] with positive charges localized

at the molecules A and B, respectively. In these calculations, sets of molecular orbitals

(MOs) ψI,σi (~r ) of separate subsystems A, B, A+•, and B+• and their corresponding ener-

gies εI,σi are obtained from the so-called Kohn–Sham equations with constrained electronic

density (KSCED) [35,51],[
−∇

2

2
+ υI,σKS (~r ) + υI,σemb(~r )

]
ψI,σi (~r ) = εI,σi ψI,σi (~r ), (2)

where −∇2

2
is the one-electron kinetic energy operator, while υI,σKS (~r ) and υI,σemb(~r ) are the

one-electron KS and embedding potential, respectively. The superscript I denotes the

subsystem under study and σ = α or β are used as spin labels. The charge-localized

states Φ1 and Φ2 are then constructed as direct products [43,52],

Φ1 ≡ |A+•B〉 = |A+•〉 ⊗ |B〉 (3)

and

Φ2 ≡ |AB+•〉 = |A〉 ⊗ |B+•〉 , (4)

of KS determinants |A〉, |B〉, |A+•〉, and |B+•〉. The resulting functions Φ1 and Φ2 are,

therefore, Slater determinants composed of subsystem orbitals. Such a use of KS-like

MOs in Φ1 and Φ2 is a common approximation often applied in the literature for CT

simulations [52–54]. If a monomer basis set is used in FDE calculations, the resulting
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matrices of MO coefficients for Φ1 and Φ2 take block-diagonal forms and are given by

CΦ1 =

CA+• 0

0 CB

 (5)

and

CΦ2 =

CA 0

0 CB+•

 . (6)

The use of this monomer basis set is advantageous for large molecular systems as it allows

for considerable savings in the overall computational cost. It should be noted that the

KS-like orbitals forming Slater determinants of the charge-localized states Φ1 and Φ2, are

in general not orthogonal, which leads to non-orthogonality of these states. The overlaps

for the latter are given by [55,56]

Snm = 〈Φn|Φm〉 = det(S(nm)), (7)

where det(S(nm)) is a determinant of the overlap matrix S(nm), which consists of MO

overlaps S
(nm)
ij = 〈ψ(n),σ

i |ψ(m),σ
j 〉. It should also be noted that the constructed charge-

localized states Φ1 and Φ2 are not necessarily normalized.

Alternatively, charge localized states can be constructed with, e.g., constrained Density

Functional Theory (CDFT) [57]. This approach, however, requires the use of rather hard

constraints on the electronic density and is computationally more expensive than FDE.

The latter introduces only soft “restraints” to the subsystems electronic densities and

provides the possibility for their easier mutual polarization by means of freeze-and-thaw

cycles [58].
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3.2 Solution of the Generalized Eigenvalue Problem

To find the unknown coefficients a and b and obtain the total wave function Ψ from

Eq. (1), the generalized eigenvalue problem,

Hc = ESc, (8)

needs to be solved in the basis of two charge-localized states {Φ1,Φ2}. Here, H and S

are the 2×2 matrices of the Hamiltonian and overlap, respectively, whereas c is a column

vector of the linear combination coefficients. The elements Snm of the overlap matrix

are given according to Eq. (7), whereas the elements of the Hamiltonian are calculated

approximately as functionals of the transition electronic densities ρnm(~r ) = ραnm(~r ) +

ρβnm(~r ), scaled by the overlap Snm [57, 59],

Hnm = 〈Φn| Ĥ |Φm〉 ≈ E

[
ραnm(~r ) + ρβnm(~r )

Snm

]
Snm. (9)

This approximation is invoked to obtain both diagonal and off-diagonal matrix elements

in a consistent way using approximate exchange–correlation (XC) functionals (for more

details, see Ref. [37]). The α- and β-components of the electronic transition density

ρnm(~r ) can be obtained as eigenvalues of the one-electron σ-density operator ρ̂σ,

ρσ(nm)(~r ) = 〈Φn| ρ̂σ |Φm〉 = Snm

Nσ∑
i,j=1

ψ
(n),σ
i ψ

(m),σ
j (S(nm),σ)−1

ji , (10)

with σ = α or β. Here, the summation on the right-hand side runs over the Nσ σ-

electrons in the radical cation and includes products of spin-orbitals ψ
(n),σ
i with the ele-

ments (S(nm),σ)−1
ji of the corresponding transposed inverse overlap matrix [(S(nm),σ)−1]T.

For a more detailed derivation of this expression, we refer the reader to our previous

work [28]. With the elements of the Hamiltonian and the overlap matrix obtained, we

can write the secular determinant,

det(H− ES) =

∣∣∣∣∣∣∣
H11 − ES11 H12 − ES12

H12 − ES12 H22 − ES22

∣∣∣∣∣∣∣ = 0, (11)
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and solve the generalized eigenvalue problem from Eq. (8). This gives us energies E0 and

E1 of the resulting ground (Ψ0) and excited (Ψ1) state with the corresponding sets of

linear combination coefficients {a0, b0} and {a1, b1}.

FDE-ET [36–39] introduces an additional approximation to the generalized eigenvalue

problem described above enabling the use of an analytical expression for electronic cou-

plings. This can be achieved by i) assuming that S11 = S22, ii) dividing the off-diagonal

element S12 by
√
S11S22 (to obtain S ′12), and iii) omitting the term Snn on the right-hand

side of Eq. (9) for the case of diagonal elements such that

H ′nn = E

[
ραnn(~r ) + ρβnn(~r )

Snn

]
. (12)

In this case, the secular determinant takes the simplified form

det(H− ES) =

∣∣∣∣∣∣∣
H ′11 − E H12 − ES ′12

H12 − ES ′12 H ′22 − E

∣∣∣∣∣∣∣ = 0 (13)

and can be solved analytically yielding two eigenvalues (say E0 and E1) with the energy

difference ∆E given by the expression [42,43,60]

∆E =

√
(H ′11 −H ′22)2

1− S ′212

+ 4V 2
12. (14)

Here, V12 is equal to

V12 =
1

1− S ′212

[
H12 − S ′12

H ′11 +H ′22

2

]
. (15)

The terms ∆E and V12 are often referred to as excitation energy and electronic coupling,

respectively. This approximation has proven to be sufficiently accurate for modeling CT

reactions and calculations of long-range vertical excitation energies (for a benchmark

study on the hole transfer, see Ref. [39]).
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3.3 Electronic and Spin-Density Distributions

In our previous study in Ref. [28], we outlined in very detail how the spin density ρα−β(~r )

can be obtained from the total wave function Ψ. The idea behind this is rather simple

and is based on the direct evaluations of the α- and β-density contributions as eigenvalues

of ρ̂σ,

ρσ(~r ) =
〈Ψ| ρ̂σ |Ψ〉
〈Ψ|Ψ〉 =

a2 〈Φ1| ρ̂σ |Φ1〉+ 2ab 〈Φ1| ρ̂σ |Φ2〉+ b2 〈Φ2| ρ̂σ |Φ2〉
a2 〈Φ1|Φ1〉+ 2ab 〈Φ1|Φ2〉+ b2 〈Φ2|Φ2〉

=
a2ρσ(11)(~r ) + 2abρσ(12)(~r ) + b2ρσ(22)(~r )

a2 S11 + 2ab S12 + b2 S22

, (16)

where transition densities ρσ(nm)(~r ) are given by Eq. (10). The spin-density function

ρα−β(~r ) is then calculated as the difference between α- and β-components,

ρα−β(~r ) = ρα(~r )− ρβ(~r ). (17)

Analogously, the total electronic density ρ(~r ) of the molecular system can be obtained as

the sum of α- and β-densities,

ρ(~r ) = ρα(~r ) + ρβ(~r ), (18)

from Eq. (16). This rather trivial fact has, however, a very large importance as it allows

for DFT-type calculations of various molecular properties that are derived from the spin

density, e.g. hyperfine coupling constants, with potentially higher quality than those from

conventional KS-DFT. The higher quality of FDE-diab spin densities compared to those

of conventional KS-DFT was already validated in previous work [28]. Whether this also

holds for spin density derived properties remains to be tested.

4 Computational Details

Molecular models for PSI, PSII, and the BRC were extracted from crystal structures of

Synechococcus elongatus [46] (PDB entry 1JB0), Thermococcus vulcanus [45] (PDB en-
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try 3WU2), and Rhodobacter sphaeroides [47] (PDB entry 1M3X), respectively, obtained

from the Protein Data Bank [61]. Missing hydrogen atoms of photosynthetic co-factors

were added with the Reduce program [62], whereas the hydrogen atoms of the pro-

tein environment were added using CHARMM22 topology files [63, 64]. To saturate cut

protein bonds, neutral groups −C(O)CH3 and −NH2 were applied as N- and C-termini,

respectively. In these capping groups, bond distances were initially set to experimentally

determined average values characteristic for small organic compounds [65]. Two types of

models were considered in this work: i) models, in which the long hydrocarbon tails R of

Chl molecules (see Fig. 2) were left unchanged and ii) models with the tail R truncated

and replaced by a −CH3 group. In case of dimeric molecular models such as the in-

ner pair, sets of modified molecular structures with different orientations of the fragments

were created. Thus, the initial crystal structures were adjusted by making mutual vertical

and horizontal shifts of chlorophyll molecules. For this purpose, coordinates of truncated

chlorophyll rings (without hydrogens and substituents at aromatic cycles) were fitted by

a pair of parallel planes minimizing vertical distances to the atoms. Then, vectors of per-

pendicular and parallel shifts were determined. For the latter case, we chose vectors lying

within the parallel planes and oriented along the Mg→C-5 directions of the corresponding

molecules. In the following, we denote distances between these parallel planes as R⊥, while

vertical and horizontal shifts are referred to as ∆R⊥ and ∆R‖, respectively. Note that

in case of horizontal shifts ∆R‖, coordinates of both aromatic macro-cycles are modified

simultaneously by the corresponsing translation vectors of lengths ∆R‖. Binding pocket

models of PSI, PSII, and BRC considered in Sec. 5.3 were created by specifying radii of

4.0 Å around each atom of the inner pair. All surrounding co-factors, water molecules,

and amino acid residues with at least one atom within these radii were included explicitly

into the models. Addition of missing hydrogens and cut bond saturation were conducted

in a similar fashion as for smaller models considered in this work (see above). Amino

acid residues were considered to be neutral and protonated in the created binding pocket
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Figure 2: Lewis structures of Chl a and BChl a. The atomic numbering is given according

to IUPAC.

To distinguish the created inner pair models with and without phytyl tails, we introduce

label “t” for truncation. For example, [tPD1 · · · tPD2]+• should be understood as the

truncated complex of PD1 and PD2, while its non-truncated counterpart is denoted as

[PD1 · · ·PD2]+•. For comparison purposes, similar models are considered for the inner

co-factors PA = Chl a′ and PB = Chl a from the RC of PSI and for DA = BChl a of the

BRC.

Created molecular structures for neutral dimeric models in vacuum were optimized in

two subsequent steps using the Orca [66] program package. At first, the positions of

hydrogens were relaxed keeping all other atomic coordinates fixed. Secondly, the structure
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optimization was carried out for the set of intramolecular bond distances. Two atoms

A and B were considered as bound if the distance between them is in the interval of

r(A)+r(B)±t, where r(A) and r(B) are covalent radii of the corresponding atoms [67,68]

and t = 0.5 Å is a tolerance parameter. This procedure ensured that structural parameters

are partly optimized, while the relative orientation of fragments is still very close to that

in the original crystal structure. Note that the second step does not imply any explicit

constraints to bond and dihedral angles. In fact, they can slightly change during the

optimization procedure. In both steps, the BP86 XC functional [69, 70] and the def2-

TZVP basis set [71,72] were applied. To reduce the computational cost, the resolution-of-

the-identity approximation in conjunction with the auxiliary Coulomb-fitting def2-TZV/J

basis [71, 72] was enabled. Dispersion interactions were taken into account with the

D3BJ correction with Becke–Johnson damping [73,74]. “Loose” convergence criteria were

applied for inner pair models. These optimized molecular structures of neutral complexes

were then used in subsequent single-point calculations of the corresponding radicals.

For geometry optimizations of binding pockets as described in Sec. 5.3, the DFTB3 [75]

method within the Ams-Dftb module from the Adf 2019 package [76] was used. The

Third-Order Parametrization for Organic and Biological Systems (3ob) [77, 78] param-

eters from the corresponding Slater–Koster file were used. Dispersion interactions were

taken into account with the D3BJ correction with Becke–Johnson damping [73, 74]. The

optimization was carried out in two consecutive steps. In the first step, the coordinates

corresponding to hydrogen atoms were optimized, while all other nuclear positions were

kept fix. In the second step, only the nuclear coordinates corresponding to the inner pair

were optimized. This procedure ensures to keep the relative arrangement of environment

residues and co-factors unchanged, while the inner pair coordinates are relaxed in the

presence of the surrounding pocket. Default convergence criteria were applied for the

optimization of hydrogen positions, whereas “loose” criteria were used in the second step

of geometry optimization.
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For FDE-diab and FDE-ET computations, locally modified versions of the Adf pro-

gram [76] and the PyAdf scripting framework [79] were used. All calculations employed

the TZP basis set [80] from the Adf program library and the PW91 [81, 82] XC func-

tional with the conjoint [83] kinetic-energy functional PW91k [84]. Mutual relaxations of

subsystem densities were taken into account applying freeze-and-thaw cycles [58]. Three

such cycles were found sufficient to obtain accurate electronic densities (see also Ref. [28]).

In FDE-diab and FDE-ET calculations of dimeric systems such as inner pair models, KS-

like MOs of both molecules were used for the construction of diabatic states. For binding

pocket models, MOs of only inner pair Chls were explicitly included into the FDE-diab

step, while interactions with MOs of environment molecules were taken into account by

means of orbital polarization during preceding freeze-and-thaw cycles.

To provide a quantitative measure for spin-density delocalizations, a Becke-type popula-

tion analysis was employed as was done in previous works [28,85]. For this purpose, accu-

rate atom-centered Becke grids [86,87] were generated using the Serenity program [88].

During this procedure, grid points were assigned to particular nuclei forming overlapping

atomic basins. Spin-density values at grid points were extracted with the Densf pro-

gram from the Adf package and then integrated over the generated basins giving atomic

spin-density populations. The reported spin-density delocalization ratios were obtained

by summing up these atomic contributions for the corresponding molecules. The error

introduced by numerical integration was found to be below 5.0×10−4 a.u. in all cases

studied. For comparison of this integration scheme with standard Bader and Mulliken

population analysis, see Sec. S3 in the Supporting Information (SI).
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5 Results

In Sec. 5.1 we provide a detailed explanation of spin densities obtained within the two-state

model for a better understanding of the following result sections. In Sec. 5.2, physically

motivated dimeric molecular models for the electronic donors of PSI, PSII, and BRCs

are calculated in vacuum. The influence of the protein environment is then considered in

Sec. 5.3.

5.1 Spin Densities from the Two-State Model

The use of the FDE-diab approach within the two-state model allows for an easy in-

terpretation of the resulting spin-density distribution. The qualitative character of this

distribution can be fully predicted based on the absolute value of the electronic cou-

pling |V12| and the energy difference H ′11−H ′22 between quasi-diabatic states. Depending

on these values, two different scenarios can be distinguished (see Fig. 3). If |V12| and

|H ′11 − H ′22| are comparable in magnitude, coupling of charge-localized electronic states

Φ1 and Φ2 occurs (Fig. 3, left). This gives rise to the two adiabatic electronic wave func-

tions Ψ0 and Ψ1 with the corresponding energies E0 and E1. In this case, the excitation

energy ∆E = E1 − E0 is considerably larger than the original energy gap |H ′11 − H ′22|.

The resulting electronic states Ψ0 and Ψ1 are written as linear combinations,

Ψ0 = a0Φ1 + b0Φ2, Ψ1 = a1Φ1 + b1Φ2, (19)

where linear coefficients ai and bj are all significantly different from zero. Because the

initial states Φ1 and Φ2 are charge- and spin-localized, the spin-density distributions

corresponding to the linear combinations Ψ0 and Ψ1 are delocalized. The degree of such

delocalization depends on the linear combination coefficients a0, b0 and a1, b1 and grows

with the electronic coupling |V12|.
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Figure 3: Schematic representation of the two possible coupling scenarios for the quasi-

diabatic states Φ1 and Φ2. See main text for further discription.

The second scenario occurs if |V12| is much smaller than |H ′11 − H ′22| (see Fig. 3, right).

In this case, the quasi-diabatic electronic states do not couple significantly and result in

almost unchanged energy values E0 ≈ H ′11 and E1 ≈ H ′22. The adiabatic wave functions

Ψ0 and Ψ1 are, thus, dominated by single Slater determinants and are approximately

written as,

Ψ0 ≈ a0Φ1, Ψ1 ≈ b1Φ2, (20)

with the coefficients b0 and a1 being very close to zero. Therefore, the spin-density

distributions are calculated from single charge-localized determinants Φ1 and Φ2 and are

completely localized at particular molecular fragments.

All FDE-diab spin-density distributions considered below can be interpreted within the

two coupling scenarios described in this section.

5.2 The Inner Pair

Although the spatial arrangement of (B)Chl molecules in the inner pairs of PSI, PSII,

and BRC is very similar in all three cases (see Fig. 1), small structural differences occur.

The first important difference to be mentioned is the spatial gap between the co-factors
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composing the inner pair. If we define this gap through the distance R⊥ between par-

allel planes going through the aromatic macrocycles of the co-factors (for a more robust

definition of these planes, see Sec. 4), then the largest separation between inner (B)Chl

molecules can be found in the crystal structure of PSI [46] and is equal to about 3.9 Å.

A slightly smaller value of 3.7 Å can be found in case of PSII [45]. The SP of the BRC

features the smallest distance R⊥ = 3.1 Å between the co-factors [47]. Therefore, one

might expect that the interaction energy between the co-factors is the largest for the

[DA · · ·DB] pair in the BRC and that it decreases for the inner pairs in the following

order: BRC, PSII, PSI. The second distinction that can be identified by a close analysis

of the crystal structures is the degree to which the aromatic macrocycles overlap. Thus,

the inner pairs of PSII and BRC are arranged such that the substituents -CH2=CH2 and

-C(O)-CH3 (for Chl a of PSII and BChl a of BRC, respectively) at carbon atom C-3 of one

co-factor are almost directly above the Mg atom of the second co-factor. The inner pair in

PSI shows much larger overlap with the corresponding group -CH2=CH2 shifted further

towards carbon atom C-15. It is also interesting to note that the BChl a macrocycles in

the crystal structure of BRC are essentially planar, while a strong out-of-plane bent is

present for both PSI and PSII inner pairs. These spatial arrangements of co-factors are

largely governed by interactions with the surrounding protein pockets, which are often

arranged in an asymmetrical way around the constituting inner pair molecules and inter-

act differently with those. Thus, the inner co-factors of PSII interact strongly with the

surrounding protein, whereas PA and PB are reported to be essentially undisturbed [89].

It is also well known that PA of PSI forms hydrogen bonds with several amino acids from

the surrounding protein, whereas PB does not [46,49,50]. In case of PSII, the spin-density

distribution of the inner pair was experimentally obtained with ENDOR spectroscopy [8].

These experimental measurements predicted 82% of the unpaired spin to be localized at

the PD1 monomer, while the 18% left were assigned to PD2. The authors of Ref. [90] con-

ducted a 13C photo-CIDNP MAS NMR experiment assigning most of the measured signals
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to a single Chl a co-factor. The observed spin-density distribution showed a pronounced

asymmetry (shift towards rings III and V) within Chl a compared to the results obtained

in solution (largest contribution at ring II) [20]. This asymmetry was later confirmed in a

subsequent experiment [89]. Finally, 15N photo-CIDNP MAS NMR measurements carried

out in Ref. [91] detected signals originating from an axial histidine molecule leading to

the formulation of the hinge-type model for the primary electron donor of PSII. There-

fore, according to the experimental results the inner pair of PSII is a weakly-coupled pair

with the largest spin-density contribution localized at the PD1 co-factor. The remaining

spin-density is probably localized at the axial His molecule or shared between His and

PD2.

Early EPR [92] and ENDOR [93] measurements of PSI reported a fully symmetrical spin-

density distribution between both monomers in P700. However, more recent work [7–10,

12] proposed a large range of asymmetric spin-density distributions ranging from 75%/25%

to about 91%/9% in favor of PB and even completely localized at PB distributions. Thus,

ESEEM experiments by Davis et al. [7] proposed that the inner pair in spinach PSI

is either a dimer with the spin-density ratio from 75%/25% to 80%/20% or a single

monomer. The ratio of 75%/25% was confirmed by Rigby et al. [8] using ENDOR and

special triple (ST) spectroscopy. Later, 2D-ESEEM measurements for 15N-labeled P700 [9]

and ESEEM analysis of single crystals of PSI [10] reported spin-density distributions

of about 90%/10% and 87.5%/12.5%, respectively. In an extensive study by Mac et

al. [94] including ESEEM analysis, isotopic substitution, and numerical simulations of

the ESEEM data, it was shown that the spin density of P700+ is completely localized

at one Chl a molecule, which interacts with the surrounding protein environment via

axial ligation or hydrogen bonds. The complete localization was also reported by Lubitz

and co-workers [95] employing ENDOR spectroscopy and site-directed mutation on P700.

According to this work, the spin density is localized at the PB co-factor. Later, theoretical

calculations by Plato et al. [96] confirmed the asymmetric spin-density distribution in the
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inner pair of PSI. The ratio was found to be 75%/25% in favor of PB. It was also proposed

that this asymmetry is not caused by the structural difference of isolated PB (Chl a) and

PA (Chl a′), but by the interaction of the co-factors with the protein environment. This

assumption was verified by calculating molecular models including a different number of

amino acid residues from the surrounding protein environment. This showed an increasing

degree of the spin-density asymmetry for larger molecular models. In case of photo-CIDNP

MAS NMR experiments, measured 13C [97] and 15N [91] signals were assigned to a single

Chl a molecule (presumably PB) and to a dimeric donor having an asymmetric spin-

density distribution between two unperturbed Chl a co-factors, respectively. Interestingly,

in Ref. [98] very different spin-density values were found at Chl nitrogens from spinach

(Spinacia oleracea) and aquatic plant duckweed (Spirodella oligorrhiza) pointing to the

fact that spin-density distribution could be organism dependent. Despite much effort put

into the identification and quantification of spin-density distributions in inner pairs of

PSI, the degree of asymmetry still remains ambiguous.

For the BRC of Rhodobacter viridis, an asymmetric spin-density distribution of about

66%/33% in favor of the DA co-factor was reported in Ref. [5]. In case of Rhodobacter

sphaeroides, fully-assigned EPR and ENDOR spectra were not presented for a long time.

Therefore, many different spin-density ratios were proposed (for an overview of early

results, see Refs. [6] and [11]). First fully-assigned ENDOR and TRIPLE spectra of

Rhodobacter sphaeroides R-26 in single crystals were presented in Ref. [6], predicting

the same 66%/33% distribution as it was found for Rhodobacter viridis. These results

were also confirmed by ESEEM measurements conducted for the primary electron donors

P870 from Rhodobacter sphaeroides and P960 from Rhodopseudomonas viridis [7]. A

somewhat different spin-density ratio of 60%/40% was reported later in Ref. [99] based

on theoretical KS-DFT computations. Photo-CIDNP MAS NMR measurements carried

out for the selectively 13C-isotope labeled Rhodobacter sphaeroides WT predicted the

spin density to be strongly delocalized over the two BChl a molecules of the SP [13].
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Interestingly, in this work some small amount of the spin density was also detected at

an accessory BChl a molecule. It is, however, generally accepted that no spin-density

contributions are present at the axial His molecules as the opposite was not observed

in experimental investigations conducted [99–101]. Hence, the BRC SP in the radical

cation state is a strongly coupled, slightly asymmetric pair of molecules with the largest

contribution localized at the DA co-factor.

The detailed results of FDE-diab and FDE-ET calculations for inner pair models with

different mutual orientation of co-factors are presented in Tabs. S1–S6 in the SI. In these

calculations, the diabatic states are chosen such that Φ1 ≡ |(t)A+• · .. (t)B〉 and Φ2 ≡

|(t)A · .. (t)B+•〉, where A is PA, PD1 or DA, while B is PB, PD2 or DB. The case of

truncated radical cation models in the electronic ground state is summarized in Fig. 4,

while the results for their non-truncated counterparts are given in Fig. 5. As can be

seen from Fig. 4 (top), inner pairs of PSI, PSII, and BRC show very different spin-

density distributions. At ∆R⊥ = 0 Å, the ratios are equal to 96%/4%, 80%/20%, and

72%/28% for the inner pairs in PSI, PSII, and the BRC, respectively. Hence, FDE-diab

predicts most of the spin-density to be localized at the PA, PD1, and DA co-factors of

the corresponding pairs. The results obtained for PSII and the BRC are in a very good

agreement with experimental measurements [6,8], where 82% and 66% of the spin-density

were found to be localized at PD1 and DA, respectively. In case of PSI, however, most of

the spin density is expected to be localized at PB, while the calculated ratio shows the

opposite result. This can probably be explained by the inability of FDE-diab to reproduce

the correct order of nearly degenerate electronic states in PSI, which are separated by

only 0.14 eV. The spin-density ratio in the first excited state of the PSI inner pair is

equal to 4%/96% (see Fig. 5) and, thus, shows the anticipated strong localization at

PB. Another reason for the exchanged order of electronic states could be the complete

neglect of co-factor–protein interactions in the presented FDE-diab calculations. The

results obtained for non-truncated models are generally very similar (see Fig. 5) to those
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for their truncated counterparts. The spin-density distributions of the PSI inner pair

do not show considerable changes and have the same ratio at the equilibrium-distance.

In cases of PSII and the BRC, the effect of truncation is stronger and leads to changes

in the spin-density ratios of about 4%. The resulting equilibrium distance ratios of the

PSII and BRC are equal to 76%/24% and 68%/32%, respectively. Despite the observed

discrepancy in the electronic level ordering for the inner pair of PSI, the obtained results

show very high predictive power of the FDE-diab method for studying the charge and

spin distributions in photosynthetic systems.

As expected, at larger intermolecular separations [see Fig. 4 (top)] spin-density distri-

butions become more and more localized. The complete localization is observed at dis-

placements ∆R⊥ larger than 1.0 Å. This behavior is caused by the absolute magnitudes

of the electronic coupling decreasing exponentially [102] with the intermolecular sepa-

ration. Interestingly, the calculated spin-density ratios for PSI, PSII, and BRC show a

qualitatively different behavior at shorter distances. The inner pairs of PSI and PSII

have more localized distributions at ∆R⊥ = −0.5 Å than at the equilibrium distances.

Contrary to that, the spin-density of the BRC reaches a ratio of 62%/38%. This, how-

ever, is not observed for the non-truncated molecular models, which all feature a larger

degree of delocalization at shorter intermolecular distances (see Fig. 5). It was expected

that the overlap of the inner pair co-factor densities and, as the result, the spin-density

delocalization degree could both be increased by mutual parallel displacement of aromatic

macro-cycles. In case of the BRC, this effect can, indeed, be observed for both truncated

and non-truncated models as seen from Fig. 4 (bottom) and Fig. 5 (bottom). The degree

of delocalization, however, changes by only about 6–7% under the shifts of ∆R‖ = 0.6 Å

relative to the equilibrium distances. Similar calculations carried out for the PSI and PSII

SPs do not show systematic trends under modifications of R‖. The changes in the PSI

spin-density distributions are comparable in magnitude to the case of the BRC, whereas

2–3 times larger changes can be seen for the PSII inner pair. Although the displacement
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Figure 4: Calculated ground state spin-density ratios for the truncated inner pair models

[tPA · · · tPB]+•, [tPD1 · · · tPD2]+• and [tDA · · · tDB]+• from PSI, PSII, and the BRC, re-

spectively. The results are shown for molecular geometries modified by relative vertical

R⊥ (top) and horizontal R‖ (bottom) shifts.

of ∆R‖ = 0.2 Å leads to a larger overlap of the aromatic macro-cycles of PSII, the degree

of spin-density delocalization decreases by about 14%. Further modifications of ∆R‖ show

much smaller changes in the spin-density distribution.
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Figure 5: Calculated ground state spin-density ratios for the non-truncated inner pair

models [PA · · ·PB]+•, [PD1 · · ·PD2]+• and [DA · · ·DB]+• from PSI, PSII, and the BRC,

respectively. The results are shown for molecular geometries modified by relative vertical

R⊥ (top) and horizontal R‖ (bottom) shifts.
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5.3 Influence of the Protein Environment

To investigate the influence of the nearby protein environment on spin-density distribu-

tions, we carried out spin population calculations for a set of small binding pocket models.

In these models, all residues within 4.0 Å from the corresponding inner pair were calcu-

lated explicitly with FDE, whereas only relaxed MOs of inner (B)Chl molecules were

used in FDE-diab computations. For more details on the model setups and structure op-

timizations, see Sec. 4. The diabatic states were chosen analogously to those considered

in Sec. 5.2. FDE-diab calculations for PSII, PSI, and BRC inner pairs in protein binding

pockets are presented in Figs. 6 d), 7 d), and 8 d), respectively, whereas a detailed list

of the calculated parameters is given in Tab. S7 in the SI. For comparison, in Figs. 7–8

we also present KS-DFT spin populations of a) single (B)Chl a molecule, b) FDE-diab

spin populations of inner pairs in vacuum, and c) experimentally measured photo-CIDNP

MAS NMR results from Refs. [90,97].

As can be seen from Figs. 6 a) and b), the spin populations of the dimer [PD1 · · ·PD2]+• in

vacuum show distinct differences from the Chl a spin density. The spin distribution in the

dimer is shifted towards the ring A showing much larger contributions at carbons C-3 and

C-32 than in the single Chl a molecule. Also, strong negative spin polarization is obtained

at carbon C-2. These differences can probably be explained by the use of the constrained

structure-optimization protocol leading to only partially relaxed molecular geometries

and, as a result, to artificial spin-density distributions. Contrary to the model in vacuum,

the PSII inner pair in the binding protein pocket from Fig. 6 d) is fully optimized and,

therefore, does not have this artificial asymmetry in the spin distribution. This indicates

that the FDE-diab spin density is very sensitive to the quality of the molecular structure

used and that more sophisticated protocols of structure optimization are required for

accurate calculations of spin populations. As can be seen from Figs. 6 b) and d), the

inclusion of the protein environment slightly changes the inner pair spin-density ratio
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from 76%/24% to 80%/20% leading to a larger degree of localization at the PD1 co-factor.

This redistribution leads to a better agreement with the experimental ENDOR results

predicting 82% of spin being localized at PD1 [8]. Based on these calculations and on

experimental measurements reported in Ref. [8], it can be assumed that the remaining

spin-density distribution is probably localized at PD2 rather than at the axial His. In

order to verify this assumption, larger molecular models, which explicitly include two

histidine molecules coordinated at the inner pair Chls, need to be calculated with FDE-

diab. However, the current implementation of the FDE-diab approach does not allow us to

calculate couplings between more than two diabatic states and, therefore, prevents us from

conducting these calculations. Comparing experimental photo-CIDNP MAS NMR results

and theoretical calculations of protein binding pockets in Figs. 6 c) and d), respectively,

it can be seen that most of measured signals are successfully reproduced with FDE-diab.

However, somewhat small spin populations are calculated for carbons C-3, C-7, and C-

13, while only negligible contributions are obtained at C-10 and C-15. This does not

directly contradict the photo-CIDNP MAS NMR results depicted in Fig. 6 c) as relative

spin populations were not provided in this experimental work [90]. However, it does

not support the conslusions drawn by the authors of Ref. [90]. Based on the measured

signals, it was proposed in that reference that most of spin density is shifted towards

ring C of Chl a and the spin distribution, thereby, appears to be strongly asymmetric.

The calculated spin-density distributions for the inner pair in the binding pocket do not

show a strong degree of asymmetry compared to the single Chl a molecule in vacuum as

can be seen from Fig. 6 a) and d). This, however, can be a consequence of an insufficiently

large size of the binding pocket considered as well as of a complete neglect of axial His

MOs in diabatic state construction. These aspects will be investigated in future work,

where larger multi-state molecular models will be considered.

The Chl a spin-density populations in the monomer and in the [PA · · ·PB]+• dimer are

qualitatively different (see Fig. 7). The spin population of the monomer is very similar to
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those calculated earlier for the chlorin and truncated Chl a molecules in Ref. [85]. These

spin densities were largely dominated by the highest occupied molecular orbital (HOMO),

transforming according to the irreducible representation of point group 2A2 in case of

chlorin and of point group 2A′′ for the truncated Chl a molecule [85]. The distribution in

Fig. 7 a) is, therefore, closely related to this single 2A2-like MO. Contrary to that, the spin

population in Fig. 7 b) combines features of both HOMO (2A2-like) and HOMO−1 (2B1-

like) MOs of chlorin and is, therefore, strongly mixed. This mixing can be explained by the

fact that the molecular structure of [PA · · ·PB]+• was only partially relaxed, while a full

structure optimization was carried out for the monomer. This assumption is supported by

experimental results in Fig. 7 c) as well as by FDE-diab calculations for a fully optimized

inner pair in Fig. 7 d). In both cases, the spin density is found to be similar to that

for the monomer. The mixing observed for the dimer in vacuum is, therefore, artificial

and is, indeed, caused by the limitations of the structure-optimization protocol applied.

Comparing results for the inner pair in vacuum and in the protein environment as seen

in Figs. 7 b) and d), a redistribution of the spin density from PA to PB in the latter

case can be observed. The resulting spin-density ratio in the binding pocket is equal

to 24%/76% in favor of PB. This strong localization at the PB co-factor is in good

agreement with experimental EPR and ENDOR measurements [7–10, 12], where 75% to

100% of spin density was found at the PB co-factor. The calculated ratio in the binding

pocket also agrees very well (deviations within 1%) with previous theoretical computations

reported in Ref. [96] and supports the assumption that asymmetry in the inner pair of

PSI is induced by the surrounding protein environment. As can be seen from Figs. 7 c)

and d), the spin populations of the inner pair in the protein binding pocket are also in

good agreement with experimental photo-CIDNP MAS NMR results [97]. Most of the

measured spin populations are reproduced by the FDE-diab computations, except for

the contributions at C-2, C-8, and C-131. Also, FDE-diab predicted small negative spin

polarization at carbons C-5 and C-20. These differences could have a number of possible
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explanations such as an insufficient accuracy of the Becke spin population analysis, a not

sufficiently accurate molecular structure of the SP, or the comparatively small size of the

binding pocket considered. The first issue is investigated in Sec. S3 in the SI, suggesting

that the error of the Becke spin population can reach up to 0.04 a.u.. This makes it

difficult to reliably reproduce some of the small-intensity signals such as, for example,

spin contributions at the four nitrogen atoms of (B)Chl a, or at carbon atoms C-5, C-10,

C-15, and C-20.

As can be seen from Figs. 8 a) and b), FDE-diab calculations for a monomer of BChl a

and for the [DA · · ·DB]+• dimer in vacuum do not show pronounced differences in atomic

spin populations. Therefore, we can conclude that the chosen constrained structure op-

timization protocol leads to sufficiently relaxed molecular geometries of the dimer in this

case, whereas interaction between co-factors does not introduce a large redistribution of

the spin population. The resulting spin-density pattern of the dimer, thereby, appears

to be essentially undisturbed compared to the case of single BChl a. Inclusion of the

nearby protein environment does not introduce qualitative changes in the spin population

of the [DA · · ·DB]+• dimer, as seen in Fig. 8 c). This observation cannot be validated by

comparison with experimental results as, to the best of our knowledge, spin population

data is currently unavailable in literature for the BRC. However, the surrounding protein

environment does influence the resulting spin-density ratio. Thus, the ratio changes from

68%/32% for the dimer in vacuum to 93%/7% for the SP in the protein binding pocket,

showing much stronger localization at the DA co-factor in the latter case. This result is

rather surprising taking into account that ENDOR and TRIPLE experiments [6] as well

as previous KS-DFT calculations [99] predict 66% and 60% of spin density to be local-

ized at DA, respectively. However, it agrees with photo-CIDNP experiments reporting

a strong localization of the spin density in the SP of Rhodobacter sphaeroides [13]. A

definite conclusion on the correct spin-density localization in the SP of the BRC cannot

be drawn on the basis of the presented results and would require much larger molecular
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models to be considered.
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Figure 6: Relative spin-density populations in the inner pair of PSII. The results are pre-

sented for calculated electronic ground state spin-density distributions of a) a single Chl a

molecule in vacuum, b) a [PD1 · · ·PD2]+• dimer in vacuum, c) experimentally measured

in Ref. [90] photo-CIDNP MAS NMR spin densities and for d) a [PD1 · · ·PD2]+• dimer

in a protein binding pocket of R = 4 Å. Calculated positive and negative contributions

are shown by blue and red circles, respectively. The radii of these circles are equally

scaled by a factor of 20.0 (for visualization purposes). For dimeric systems, spin-density

contributions per molecule are given in percent. White and black cirles indicate positive

and negative photo-CIDNP MAS NMR intensities, respectively.
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Figure 7: Relative spin-density populations in the inner pair of PSI. The results are

presented for calculated electronic ground state spin-density distributions of a) a single

Chl amolecule in vacuum, b) a [PA · · ·PB]+• dimer in vacuum, c) experimentally measured

in Ref. [97] photo-CIDNP MAS NMR spin densities and for d) a [PA · · ·PB]+• dimer in

a protein binding pocket of R = 4 Å. Calculated positive and negative contributions

are shown by blue and red circles, respectively. The radii of these circles are equally

scaled by a factor of 20.0 (for visualization purposes). For dimeric systems, spin-density

contributions per molecule are given in percent. Black and grey cirles indicate negative

photo-CIDNP MAS NMR intensities unequivocally assigned and assigned to a few carbon

atoms, respectively.
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Figure 8: Relative spin-density populations in the SP of the BRC. The results are pre-

sented for calculated electronic ground state spin-density distributions of a) a single BChl a

molecule in vacuum, b) a [DA · · ·DB]+• dimer in vacuum, and c) a [DA · · ·DB]+• dimer

in a protein binding pocket of R = 4 Å. Calculated positive and negative contributions

are shown by blue and red circles, respectively. The radii of these circles are equally

scaled by a factor of 20.0 (for visualization purposes). For dimeric systems, spin-density

contributions per molecule are given in percent.
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6 Conclusions

In this work, we presented an application of the recently developed FDE-diab approach

to RC models from PSII, PSI, and purple bacteria. This metodology allowed us to avoid

the consequences of the DFT overdelocalization error in the intermolecular regime and to

reliably calculate spin distributions and electronic couplings for a number of RC models.

The spin-density ratios calculated for the isolated inner pair were equal to about 80%/20%

and 76%/24% in favor of the PD1 co-factor for the trucated and non-truncated models,

respectively. Inclusion of the nearby protein environment led to even more delocalized

distribitions with the spin-density ratio of 65%/35% in favor of PD1. These results are

in good agreement with the experimental ENDOR measurements predicting 82% of spin

to be localized on PD1 [8]. Taking into account large electronic couplings between the

inner pair co-factors, we can assume that the remaining spin density is probably localized

at the PD2 molecule. This, however, contradicts the hinge-type model for the RC in

PSII suggested in Ref. [91] and suggests the delocalization of the spin-density distribution

between PD1 and the axial His molecule. Calculations of spin-density ratios between two

axial His molecules and the inner pair require the use of MOs of all four molecules in

the diabatic-states construction procedure, and are not possible in terms of two-state

models. This requires a generalization of the FDE-diab approach to multiple electronic

states. Although most of experimentally measured spin-density populations of the PD1

co-factor in PSII [90, 91] were successfully reproduced by us in FDE-diab calculations of

large protein binding pockets, the proposed strong asymmetry in the spin-density pattern

was also not observed.

FDE-diab calculations of isolated inner pair models from PSI predicted about 96% of

spin density being localized at PA. Although the exact spin-density ratio for the inner

pair of PSI is unknown, various experimental measurements (for example, see Refs. [7–
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10, 12]) predict from 75% to 100% of the spin density to be localized at the PB co-

factor. Therefore, the FDE-diab calculations for isolated inner pair models contradict

experimental results. This, however, is caused by a complete neglect of the co-factor–

protein interactions. Inclusion of the protein environment into FDE-diab calculations

changed the spin-density distribution considerably and resulted in the ratio of 24%/76%

in favor of PB, which is in good agreement with available experimental results. We also

managed to reproduce most of experimentally measured PB spin populations [97] using

the large protein binding pocket model. However, it turned out to be difficult to reliably

calculate some small atomic spin contributions.

FDE-diab calculations of SPs in the BRC predicted spin-density ratios of 72%/28% and

68%/32% in favor of DA for truncated and non-truncated models, respectively. These

results are in excellent agreement with the experimentally measured ratio of 66%/33% [5].

However, FDE-diab calculations for a binding pocket model show a somewhat larger

degree of spin-density localization with the ratio of 93%/7%. It is also interesting to note

that the calculated spin populations for the isolated BChl a and the DA co-factor from the

binding pocket are very similar. This could indicate that the SP in the BRC is essentially

unperturbed by the protein environment.

Summarizing the results presented in this work, we conclude that the FDE-diab method-

ology is a valuable and robust tool for spin-density calculations of large molecular sys-

tems. Avoiding the consequences of the DFT overdelocalization error in the intermolecular

regime, it allowed us to obtain reliable spin-density distributions for a number of RC mod-

els and to gain a deep insight into the asymmetry of the corresponding SPs. Moreover,

the spin-density distribution was found to be highly sensitive to structural arrangements

of co-factors. Spin-density distributions of RC models as calculated in this work were

not accessible before with existing computational techniques. Further extensions of the

FDE-diab approach will soon allow us to go beyond the simplistic two-state model and
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access spin densities of even larger molecular models.
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