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Abstract

The introduction of machine-learning (ML) algorithms to quantum mechanics enables rapid

evaluation of otherwise intractable expressions at the cost of prior training on appropri-

ate benchmarks. Many computational bottlenecks in the evaluation of accurate electronic

structure theory could potentially benefit from the application of such models, from reduc-

ing the complexity of the underlying wave function parameter space to circumventing the

complications of solving the electronic Schrödinger equation entirely. Applications of ML to

electronic structure have thus far been focused on learning molecular properties (mainly the

energy) from geometric representations. While this line of study has been quite successful,

highly accurate models typically require a “big data” approach with thousands of train-

ing data points. Herein, we propose a general, systematically improvable scheme for wave

function-based ML of arbitrary molecular properties, inspired by the underlying equations

that govern the canonical approach to computing the properties. To this end, we combine

the established ML machinery of the t-amplitude tensor representation with a new reduced

density matrix representation. The resulting model provides quantitative accuracy in both

the electronic energy and dipoles of small molecules using only a few dozen training points

per system.

1 Introduction

Machine-learning (ML) has been applied to a number of chemical applications, with excellent

(and current) surveys of the field published in 2019.1,2 While applications in high-throughput

chemical screening using computationally “free” descriptors of molecular systems (e.g. the

molecular formula or graph) have been fruitful, recently much work has been focused on

machine-learning quantum mechanics (MLQM). These methods generally apply machine-

learning to either replace or bolster the often expensive algorithms used in quantum mechan-

ics for solving the electronic Schrödinger equation. Schemes for ML-assisted models include
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learning force-fields or other parameterizations from ab initio data,3,4 improved guesses for

e.g. important contributions to configuration-interaction space5 or amplitudes in coupled

cluster (CC) theory,6 and direct energy or property prediction using mean-field, correlated,

or density-functional-based approaches.7–11

The focus of this work will be on the bolstering of wave function-based methods, such as

CC theory12 and many-body perturbation theory (MBPT),13,14 for predicting energies and

properties across potential energy surfaces or molecular dynamics (MD) trajectories. This is

an application also covered by recent work facilitating ML for forces in ab initio MD,15 fast

numerical gradients for geometry optimization,16 and general-purpose local PESs.17 Note,

however, that these methodologies may be extended to other applications, such as learning of

the wave function itself and predicting properties across large chemical datasets as described

in Refs. 18 and 19, respectively.

There has also been some recent interest in alternative, wave function-based representa-

tions (as opposed to the more common representations based on the molecular structure),

which in principle have several advantages. In particular, we define three desirable proper-

ties: first, representations derived from increasingly accurate electronic structure methods

should provide more faithful representations of the wave function, resulting in more accurate

and efficient ML. This rules out features that are not systematically improvable, such as the

Hartree-Fock wave function parameters used by Miller and co.7,8 Second, the representation

should be of reasonable size to be stored for thousands of molecules, with the possibility of

reducing their size for extremely large datasets. This rules out a real space representation

of the electron density on a grid.20 Third, a solid theoretical motivation for the representa-

tion should be given, with simple mappings from representation to target preferred. This

third point is critical, as we will show that the relationship between the electronic wave

function (specifically, the corresponding density matrix) and properties expressed as expec-

tation values of one- and two-electron operators suggests a clear recipe for a wave function

representation which is appropriate for machine-learning any molecular response property.
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One such wave function-based representation is the t-amplitude tensor representation

(TATR) introduced by Margraf and Reuter.21 This representation is based on CC or MP2

amplitudes, paired with the many-body tensor representation (MBTR) formalism.22 Using

the TATR, it was shown that the CC correlation energies of a series of diatomics can be

predicted with chemical accuracy (∼1 kcal/mol) across the full potential energy surface with

only 12 training points. This representation adheres to the three criteria above: amplitudes

from increasingly accurate electronic structure methods should provide increasingly accurate

TATRs, these amplitudes can be cut-off and stored based solely on their magnitude (as

evidenced by retaining only 150 amplitudes for the diatomic representations in Ref. 21), and

the relationship between wave function amplitudes and the target function (the correlation

energy) is well-defined.

Indeed, the electronic wave function, in principle, gives access to any molecular property.

The derivation of arbitrary properties in terms of wave function amplitudes is far from

straightforward, however. In order to generalize the mapping from representation to target

function (i.e. arbitrary molecular properties), we propose the density tensor representation

(DTR), an analogous extension of the MBTR using one- and two-particle reduced density

matrices rather than wave function amplitudes. In the following sections we demonstrate that

careful choice of the underlying raw wave function features, as laid out in section 2.1, results

in a more compact representation with a simple theoretical motivation. A proof-of principle

ML model using this representation is detailed in section 2.2. Results from this initial

implementation for electronic energies and dipole moments of several small molecules are

given in sections 4.1 - 4.3, and details of their possible extensions for molecular transferability

and arbitrary property calculations given in section 4.4.
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2 Theory

2.1 Electronic Structure Theory

The time-independent electronic Schrödinger equation (and, therefore, the energy) can be

written generally in terms of one- and two-particle reduced density matrices (1-RDM D and

2-RDM Γ):23

E = 〈Ψ|Ĥ|Ψ〉

= Dpqhpq + Γpqrsgpqrs

(1)

where implicit sums in Einstein summation notation are included over arbitrary orbitals

p, q, r, s for the one- and two-electron integrals of the electronic Hamiltonian, h and g. D

and Γ are defined according to the wave function ansatz

Dpq = 〈Ψ|a†paq|Ψ〉 (2a)

Γpqrs = 〈Ψ|a†pa†qasar|Ψ〉 (2b)

where the excitation operators of the second-quantized electronic Hamiltonian are included

in the reduced densities. As molecular properties can be expressed in terms of energy deriva-

tives, they can also be expressed in terms of these reduced density matrices. Differentiating

Eq. (1) with respect to an arbitrary parameter Ω, noting that |Ψ〉 carries no dependence on

Ω (assuming the Hellmann-Feynman theorem24,25 holds),

∂E

∂Ω
= 〈Ψ|∂Ĥ

∂Ω
|Ψ〉

= Dpq
∂hpq
∂Ω

+ Γpqrs
∂gpqrs
∂Ω

(3)

thus first-order molecular properties can also be described by the RDM’s without their differ-

entiation. This can be said even for time-dependent properties, in which a time-dependent

Hellmann-Feynman theorem applies.26 Furthermore, one-electron properties (such as the
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electronic dipole moment) can be expressed solely in terms of the 1-RDM and the relevant

property integrals,

Ω = Dpq〈p|Ω̂|q〉. (4)

The 1-RDM is a matrix with as many elements as the number of basis functions squared,

and is diagonally dominant for correlated methods in the molecular orbital (MO) basis.

Matrices of this size are amenable to large-scale storage, but still hold a wealth of relevant

wave function information which can be improved by simply improving the correlated method

used to generate them. Additionally, the additivity of densities dictates an additivity of the

property contributions, e.g. for the total CC dipole moment in one direction α:

µα = (DSCF
pq +DCC

pq )〈p|µ̂α|q〉+ µnucα (5)

where we have separated the contributions of the uncorrelated (e.g. self-consistent field

(SCF)), correlated (e.g. CC theory), and the nuclear (µnucα ) components. This separability

of uncorrelated, correlated, and nuclear contributions to the property is particularly desirable

for machine-learning, as we minimize the contributions learned by the algorithm. In order

to probe the efficacy of using RDMs as “raw features” in a machine-learning context, we

will outline and employ a method used previously by Margraf and Reuter21 for using wave

function amplitudes as wave function features.

2.2 Machine-Learning

2.2.1 Kernel Ridge Regression

We will focus on Kernel Ridge Regression (KRR), as a prototypical ML method.27,28 In

KRR, a target property, y, is approximated as:

y(ν) =
M∑

i

k(ν′
i,ν)αi. (6)
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Here, ν is the representation of the system of interest, k(ν ′i,ν) is a kernel function which

measures the similarity between two systems (with representations ν and ν′), and αi is a

regression coefficient corresponding to the training point with the representation ν′
i. The

sum runs over M training points, so that the target property can be computed as a dot-

product between a kernel vector k and a coefficient vector α.

An advantageous feature of KRR is that the coefficients α can be obtained from a closed-

form linear algebra expression:

α = (K + λI)−1y. (7)

Here, the regularization hyperparameter λ is used to prevent overfitting. K is the Kernel

matrix with elements containing the kernel function of all pairs of training points. Herein, we

use the radial basis function (or Gaussian) kernel to measure the similarity of representations:

k(ν′,ν) = exp

(
−||ν

′ − ν||2

2σm

)
(8)

where σm is another hyperparameter of the model which adds flexibility to how the kernel

measures system similarity. Both hyperparameters are optimized empirically to give the best

performance in leave-one-out cross-validation.

Overall, it should be emphasized that the KRR model bears clear similarities to the

equations we wish to approximate— Eqs. (1) and (3) — which contain a density-related

term multiplied by an additional, property-specific term.

2.2.2 Representation

The representations used herein follow the original idea of the many-body tensor represen-

tation (MBTR) of Rupp,22 a geometrical representation proposed as an extension to the

Coulomb matrix.29 Margraf and Reuter recently proposed a modification of the MBTR that

uses wave function amplitudes from Møller-Plesset perturbation theory (MP2) or CC theory

instead of geometrical features, termed the t-Amplitude Tensor Representation (TATR).21

7



Simply put, these representations can be understood as discretized, broadened histograms.

This is achieved via a sum of Gaussian functions (with some fixed width σ), centered on the

raw features ti (i.e. wave function amplitudes). This function is evaluated for a discretized

range of values x ∈ χ:

ν(x) =
∑

i<N

g(ti, σ, x) (9)

where the sum runs over the N raw features. The representation is thus an l-dimensional

vector ν, where χ is discretized into l points with even step-size ∆x. Thus the N raw

features are represented in a vector form which now contains l new features. Though it

could in theory be optimized, we will use σ = 0.05 for consistency throughout this work for

simplicity. (This value was empirically determined to be optimal for diatomics in Ref. 21).

In Ref. 21 the highest N amplitudes (by magnitude) were used for each excitation level

m to give a TATR of fixed length l times the number of excitation levels considered. This

number of amplitudes N could be chosen in a number of ways, but Margraf and Reuter

chose the highest 150 for simplicity in their paper. This proved sufficient for diatomics

in a reasonable basis set, but is not a universally applicable choice for larger cases (see

section 4.1). The discretization range χ was also fixed as [-1:1] with l = 150 and ∆x = 2
150

,

which we will also use for comparison.

The main novelty of the current work is to use density matrix elements in place of ti.

This “density tensor representation” (DTR) has several advantages. For simplicity we will

focus on the 1-RDM — while this is sufficient for one-electron properties, the information

stored in the 1-RDM is also necessary (and in some cases, as discussed in section 3, perhaps

sufficient) for describing the total wave function. The 1-RDM will thus provide much of

the wave function character needed to describe the correlation energy. This is the first

advantage of using a density matrix based representation: one-electron properties are exactly

described by a product of the 1-RDM with property integrals, as seen in Eq. (4). In analogy,

Eq. (6) describes the target function as the product of a (now density-dependent) kernel

and the regression coefficients. These coefficients thus describe the property integrals and
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all approximations in the model (e.g. correlation beyond the level of the density matrix

used to build the representation). Thus, a simple mapping from representation to target

function is achieved in strict analogy to theory. The 1-RDM is diagonally dominant in the

MO basis, meaning the number of significant (> 10−8) elements is scarcely larger than the

number of basis functions. This is a further advantage of using 1-RDM elements instead of

t-amplitudes: even considering the entire matrix, there will never be more elements than

the number of basis functions squared, far fewer than the doubles amplitudes of MP2 or

CC theory. These few elements are amenable to large-scale storage, and the number of

elements retained could even be reduced in the case of large systems. Finally, the density

matrix can be easily defined for most electronic structure methods, unlike other descriptors

such as the Hartree-Fock-level descriptors (Fock, Coulomb, and exchange matrix elements)

employed in Refs. 7 and 8 or wave function amplitudes which are only available for some

correlated levels of theory (and depend on the level of “excitation” considered). The DTR is

thus systematically improvable, by building it from improved wave functions. Importantly,

TATR and DTR based ML models will always use two levels of theory: a lower level method

(e.g. MP2) to build the representation and a higher level method (e.g. CCSD) to provide

the training data.

2.2.3 Algorithm

Rather than spanning chemical compound space, wave function representations span the

“wave function space” — that is, the space of possible wave function parameters — of the

systems we wish to describe. The space covered by a KRR model is defined by its training

set, meaning that the model will be unsuitable for predicting properties of systems that

are very different from the training set. Since the high-level ab initio calculations for the

construction of the training set are by far the most computationally demanding part of the

process, we want to ensure that the training set efficiently spans the wave function space of

interest in as few points as possible.
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To this end, we apply the k-means clustering algorithm as implemented in the Scikit-

Learn ML package30 to an initial “grand set” of relevant structures. This grand set could,

e.g., consist of all grid points that will be computed for a final PES of interest or to a rep-

resentative MD trajectory. k-means is a multi-dimensional partitioning scheme— N initial

points are partitioned into M clusters by taking the norm difference of the representations

and “binning” them based on randomly selected initial cluster centroids. The cluster centers

are then updated and the procedure is iterated to self-consistency. Due to the stochastic

nature of choosing an initial guess, the algorithm is run repeatedly (30 times for all datasets

in this manuscript) and the “best” set of clusters is chosen (as determined by minimizing

the standard deviation of the distance between each point and its cluster centroid).

This approach requires that representations (TATRs, DTRs, etc.) for each point in the

“grand set” of N structures be calculated first (at the low level of theory). To ensure that

the model is truly predictive (i.e. able to reliably predict properties of systems for which

no information known during training), a test set of systems is held back from the grand

dataset prior to clustering. For the M representative data points chosen in this manner

(i.e., the training set), the target function (energy, dipole, etc.) is computed with the high-

level method. Once this is complete, the model is trained and subsequent predictions at

approximately high-level accuracy and low-level cost are possible.

It should be noted here that the steps outlined in section 2.2 are completely general – no

assumption was made about the level of theory besides that a density matrix can be formed.

Furthermore, while KRR and k-means are used herein, alternative clustering schemes, hy-

perparameter optimization routines, and regression techniques can be be substituted. The

optimization of these choices will be the subject of a future study.

For benchmarking purposes, wave function parameters and high-level target values were

computed for all datasets. The performance of a model is generally measured by the mean

absolute error (MAE) of the predicted test set; however, the issues of truncation, separability,

and learning rate are also considered.
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3 Computational Details

Second-order MBPT using a restricted closed-shell Hartree Fock reference wave function (i.e.

Møller-Plesset perturbation theory, MP2),31,32 was used to generate both TATRs and DTRs

for all systems. The TATR is generated from Eq. (9) using the highest 150 (by magnitude)

amplitudes of double “excitations” tabij . For DTRs, the elements of the MP2 1-RDM are

used. This choice is advantageous not just for comparison to Ref. 21, but also due to the

special form of the MP2 reduced density matrices:33

Dpq = 〈0|T̂ †2a†paqT̂2|0〉 (10a)

Γpqrs = 2〈0|a†pa†qasarT̂2|0〉. (10b)

where the “excitation” operators are defined as T̂n =
(

1
n!

)2
tab...ij... a

†
aa
†
b . . . ajai, and we have

again implied Einstein summation notation this time over occupied i, j, . . . and virtual a, b, . . .

orbital spaces. The form of Eqs. (10a) and (10b) indicates that the reduced density matrices

are fully defined by the doubles amplitudes and products thereof. In this light, it is reasonable

to suggest that all of the information necessary to reproduce the wave function is coded

into either of these and, to reduce the size of the representation, the 1-RDM should suffice

for describing the MP2-level correlated wave function. Thus, any correlated one-electron

property at the MP2 level can be described by this matrix.

Coupled cluster with single and double excitations (CCSD) was used to generate the

high-level reference data, i.e. correlated energies and electronic dipole moments, for all

systems. This method represents a marked improvement over MP2 in systems where cor-

relation is strong, such as stretched diatomics, without incurring the additional cost of the

gold-standard CCSD with perturbative triples method, CCSD(T). However, the CCSD(T)

method could be used to provide higher quality targets (e.g. energies and dipoles) with no

additional modifications — as noted in section 2.2.3, the algorithm as presented is completely

general.
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All electronic structure calculations were performed with the Psi434 electronic structure

package. Molecular symmetry was used to maximize TATR performance with as few am-

plitudes as possible (except in section 4.1). All data (energies, dipoles, amplitudes, and

densities) were harvested in full machine precision through either the Psi4-JSON interface

or the PsiAPI infrastructure, with the exception of wave function amplitudes at the MP2

level, which were printed in the output file at ten decimal places. The def2-TZVP35 basis

was employed for diatomic calculations for comparison with Ref. 21, and the aug-cc-pVDZ

(aDZ) basis36,37 was used for all remaining calculations. Density-fitted integrals were used in

the construction of MP2 densities using the default auxiliary basis (the so-called “RI” basis

sets for def2-TZVP38 and aDZ,39 obtained from the New Basis Set Exchange40).

As outlined above, the general procedure from Margraf and Reuter21 was followed for

machine-learning. The hyperparameters σm and λ were optimized on a uniform grid from

10−8 : 108 for all models unless otherwise specified, using the “negative-mean-squared” loss

function. All regressions were performed using 20 training points, except in section 4.1

where 12 training points were used to emphasize the difference between the two strategies

considered. k-means clustering was repeated 30 times to account for stochastic deviations

in the algorithm. Test sets consisting of N/4 points are held back before the clustering

step. The radial basis function kernel (sometimes called the Gaussian kernel), Eq. (8), was

used for all representations. Machine-learning algorithms were performed using Scikit-Learn

(skl)30 and the Machine-Learning Quantum Mechanics (MLQM) python package,41 which

generates a number of molecular representations, provides options for generating Psi4 input

files and harvesting their results, and wraps some skl functions. Both of these codes are

open-source and freely available on GitHub.

Geometries for diatomics were constructed by taking N = 200 uniform increments from

0.5-2.0 Å. All other geometries were randomly selected from MD simulations (N = 150)

carried out in the Gromacs42 software package. Simulations of (S )-methyloxirane and (R)-

methylthiirane surrounded by a 5Å box of water molecules were executed using an all-atom
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OPLS/AA forcefield43 for the solute and the TIP3P model for water.44 Each 5 ns trajectory

was carried out in the NVT ensemble, with the solute and solvent coupled separately to a

temperature bath at 300 K using a modified Berendsen thermostat and a coupling time of 0.1

ps. Geometries were selected from a set of 250 evenly-spaced snapshots along the trajectory.

Geometries, Psi4 input and output files, and their accompanying optimized (hyper)parameter

values in JSON format can be found at the Virginia Tech Data Repository [data repository

with detailed coordinate and other information to be added prior to publication] to permit

reproducibility of our results. Scripts for harvesting and manipulating data using MLQM

are also included in the form of Jupyter Notebooks.

4 Results and Discussion

4.1 Truncation considerations

As stated previously, the “raw” wave function features used to build machine-learning rep-

resentations must be carefully selected. To illustrate this point, the TATR was used to

model a carbon monoxide potential energy surface (PES) using the highest 150 amplitudes

(by magnitude) and M = 12 training points as in Ref. 21. Figure 1b shows that, when

molecular symmetry is considered (C2v, the largest Abelian subgroup of the full C∞v point

group), excellent regression results are produced using only 150 amplitudes.

However, to model the effect of decreased sparsity in the amplitudes on the representation,

molecular symmetry was then dropped to C1. When molecular symmetry is ignored, the

number of “significant” (> 10−8) amplitudes greatly increases, as shown in Figure 1a. In this

case, taking only the highest 150 amplitudes no longer creates an effective representation of

the wave function, resulting in poorer performance across the PES, also shown in Figure 1b.

This example shows a considerable disadvantage of the TATR, namely that the T2-

amplitude tensor is in general very large (equal to the number of occupied orbitals squared

times the number of virtual orbitals squared). It is, of course, in principle possible to build
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(a)

(b)

Figure 1: (a) Amplitude distributions and (b) resulting KRR for the carbon monoxide
potential energy surface with and without molecular symmetry considered. TATR models
used M = 12 training points. All amplitudes with magnitude < 10−8 are set to 0.
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the TATR with an arbitrary number of amplitudes, as the size of the representation is

independent of the number of amplitudes. However, using all amplitudes is not advisable,

as a large number of negligible amplitudes would lead to large (but chemically meaningless)

TATR values around zero. Meanwhile, without extensive testing, it is in general unclear how

many amplitudes to retain for an effective representation. For this reason, a large number

of amplitudes must in general be stored, at least for initial testing and hyperparameter

optimization. Here cutoffs based on the amplitude magnitude may be employed, but this

can still lead to significant storage requirements for larger molecules and basis sets. Figure 1

also indicates that the TATR will likely not be applicable for larger systems that have no

symmetry.

Storing the 1-RDM, on the other hand, only requires storing the number of basis functions

squared floating point numbers. Furthermore, it is also known that the majority of significant

elements in the MO-basis 1-RDM will be along the diagonal — with some number of off-

diagonal contributions. This gives a useful rule-of-thumb for how it could be truncated in

extreme cases. For the remainder of this manuscript, the TATR will be computed using the

highest 150 amplitudes (by magnitude) computed in the highest symmetry available. The

DTR will be computed using all 1-RDM elements.

4.2 Energies

In the spirit of comparing to previous results, the same diatomic PESs from Ref. 21 were

computed using the DTR. The prediction errors on the test set are shown in the Supporting

Information, along with TATR results for comparison. Overall, DTR results do not vary sig-

nificantly from the C2v-symmetry TATR results for these systems; however, when molecular

symmetry is not considered, a far greater number of amplitudes are required in the TATR

to achieve the same accuracy.

To test the applicability of the DTR and TATR models to larger systems which may

not benefit from molecular symmetry, geometries for water, methanol, (S )-methyloxirane,
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and (R)-methylthiirane near equilibrium were sampled randomly from a set of molecular

dynamics (MD) trajectories and examined using both the TATR and DTR models. Cor-

relation energy data are presented in Figure 2. The prediction errors on the test set are

plotted against the true CCSD correlation energy, ordered by increasing energy to evaluate

how the model error varies with respect to the magnitude of the correlation energy. Each

point represents the prediction error of a single geometry along the MD trajectory. As with

the diatomics, most predictions lie well within the bounds of “chemical accuracy” (2mEh).

However, for the TATR, linear error centered around zero and which changes sign near the

mean correlation energy value suggest that this model is biased towards the mean of the

training set. While this still gives a rather agreeable mean-absolute-error across this par-

ticular test set, predictions for geometries far from the energetic minimum (i.e., sufficiently

different from the training set) may not perform as admirably. This issue is explored further

in section 4.4.3.

A summary of energy results is shown for both the TATR and DTR methods in Figure 3.

The trained models reproduce the mean average correlation energy of the test set to within

two milli-Hartree for every system considered. Furthermore, DTR errors are kept below

0.5 milli-Hartree for all systems except for CO and LiF. Inspection of their individual model

performance (see the Supporting Information) reveals some difficulty in modeling the extreme

ends of the PES. These examples also cover large ranges of correlation energies (100 and 60

milli-Hartree, respectively), which test both the regression capability and the validity of the

underlying MP2 wave function used for the representation.

The energy data suggests that the improvements made by the DTR method result in

greater accuracy in the molecular representation, in particular for larger molecules. As shown

in Ref. 21, the electronic wave function can be well approximated using this relatively simple

functional form when applied to energies. If this functional form is truly representative of

the total wave function, rather than simply the parts which are important to the energy,

then it should also be possible to compute molecular properties with a similar approach.
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(a) (b)

(c) (d)

Figure 2: DTR vs TATR errors in mEh for small molecule datasets: (a) H2O, (b) CH3OH,
(c) (S)-methyloxirane, and (d) (R)-methylthiirane. Red lines indicate chemical accuracy (2
mEh).
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Figure 3: DTR vs TATR errors in mEh for all datasets.
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4.3 Dipole moments

Several schemes for computing dipole moments were employed to emphasize the importance

of Eq. (5). Full density matrices (DSCF +DMP2) were used as raw features to build DTRs for

learning total (µT = µe + µnuc), electronic (µe = µSCF + µCC), and correlated (µCC) dipole

moments. MAEs (in Debye) for the machine-learned dipole moments, using each of the three

possible target values, are given in Table 1. The MAEs for the MP2-level correlated dipole

(relative to the CCSD result) for the same predicted sets are given for comparison.

Table 1: Mean absolute errors (in Debye) relative to CCSD of four machine-
learning datasets utilizing full, electronic, and correlated dipole moments as
training targets. MP2 dipoles given for comparison.

Molecule µT µe µCC MP2
H2O 8.2× 10−4 7.1× 10−4 1.0× 10−4 1.8× 10−2

CH3OH 3.7× 10−2 1.7× 10−1 2.1× 10−3 1.8× 10−2

*oxirane 1.0× 10−1 4.1× 10−1 5.7× 10−3 2.0× 10−2

*thiirane 5.2× 10−2 5.2× 10−1 7.6× 10−3 3.5× 10−2

As expected, minimizing the extrapolation necessary for the model reduces the error dras-

tically. The error in the electronic component of the dipole moment in e.g. (S )-methyloxirane

is reduced by an order of magnitude relative to using the full dipole moment. Furthermore,

this error is also an order of magnitude lower than the MAE in the MP2 correlated dipole

moments on the same predicted set. This is consistent with Ref. 21 where extremely ac-

curate models for the correlation energy were built. The same is clearly the case for the

(correlated) dipole moment.

A summary of dipole results is shown for both the TATR and DTR methods in Fig-

ure 4. The same datasets as for correlation energy learning were considered, except for the

homonuclear diatomics. As with the energy, the trained models reproduce the correlated

dipole moment of the test sets to reasonable precision. Once again, the challenging cases

of CO and LiF produce the maximum errors; however, it is encouraging that even here,

errors for states near equilibrium (those modeled by molecular dynamics) are of milliDebye

magnitude.
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Indeed, it has been shown (e.g. in Ref. 19) that predicting dipole moments with ML

is significantly more challenging than predicting energies. Still, our results support the

notion that, as long as the reference wave function is sound, the molecular representation

will “correctly represent the physics of the problem”21 as desired with a favorably small

number of training points. While these results represent only a marginal improvement over

the already sound MP2 approximation, they demonstrate that simple ML models effectively

capture the characteristics of the wave function without the need for a complex functional

form. They also show that this generalizes beyond the energy to molecular properties as

well.

4.4 Extensions

The present model can be used to solve a number of potential problems, mostly involving

local PESs or dipole moment surfaces of small molecules which are amenable to MP2-level

calculations (and a few CCSD training calculations). This is especially useful for generating

accurate force field parameters3,4 and evaluating numerical gradients.16 Furthermore, the

DTR representation has been shown to provide high accuracy with very few training points,

resulting in a highly data-efficient method. While this covers a significant space of applica-

tions, there are some areas which cannot currently be addressed, but could be well within

reach of the proposed algorithm.

4.4.1 Transferability

The DTR-based machine-learning model as described above shows that a mapping from

the MP2 1-RDM to CCSD electronic properties is feasible using a simple ML model. This

allows avoiding the high-cost evaluation of the CC wave function for multiple geometries of

the same molecule. However, if the method is to be generalized to different molecular systems

(rather than just different geometries as we’ve shown here), additional modifications must

be considered. Specifically, two (related) types of transferability are desirable: on one hand,
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Figure 4: DTR vs TATR errors in milliDebye for all datasets.
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a model can be transferable between different chemical compositions (i.e. trained on water

and methane, applied to methanol).7 On the other hand, a model can be transferable among

different system sizes (i.e. trained on water clusters and applied to bulk water).45

The main impediment for both the TATR and the DTR to be transferable is the use of a

molecular orbital basis, which is strongly system dependent. An obvious route towards more

transferability would be to use the atomic orbital (AO) basis instead. In this representation,

the molecular dependence of the representation would stem only from the identity of the basis

functions placed on each atom. While this still precludes transferability between different

elements, this is not very problematic in practice, as one can always train on the elements

of interest. Regarding transferability to different sizes, this essentially boils down to the

requirement that the ML model be size extensive. The lack of extensivity is a common

weakness of ML models that use global representations such as the DTR or TATR. As

recently discussed by Jung et al., global KRR models can be made size extensive, however,

if the Kernel function is properly normalized.45 While that study focused on representations

of the molecular geometry, it would certainly be worthwhile exploring how extensive models

based on wave function representations would perform.

Finally, a theoretical consideration can also be made with respect to transferability. As

mentioned above, one-electron properties can be described by the general form of Eq. (4).

Comparing this to the KRR equations (see Eq. (6)), and considering that the kernel only

includes information from the 1-RDM, it can be inferred that the coefficients α are modelling

the contributions arising from the property integrals, 〈p|Ω|q〉. In the present model, however,

the coefficients are also doing the job of mapping the low-level (MP2) representation onto

the high-level (CCSD) target function. To truly separate the molecule-specific terms from

the correlation contributions, the property integrals (in a transferable basis, such as the AO

basis) should thus also be included in the representation of the molecule. Modifications such

as using product kernels to fold in the contribution from the integrals can be explored to

correct this shortcoming.
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4.4.2 Additional properties

Properties beyond dipole moments are also accessible, but not without modifications. While

first-order one-electron properties are available through Eq. (4), considerations of both the

one- and two-electron densities is generally necessary for two-electron properties. Fortu-

nately, we have seen that the 1-RDM suffices to predict at least one property which depends

on both the 1- and 2-RDM, namely the energy. This may be related to the special formulation

of 1- and 2-RDMs in MP2, as discussed above. It could also be a particular property of the

ground-state energy which, according to the Hohenberg and Kohn theorem,46 formally only

depends on the ground state density (and thus the 1-RDM). However, this is not generally

the case, for example in CC response theory. Higher-order properties in CC response depend

on both the 1- and 2-RDMs. Extensions to include both density matrices could be made, as

with a singles-and-doubles TATR, though considerable truncation procedures would need to

be implemented in order to keep storage costs reasonable across realistic datasets.

Alternatively, second-order properties which depend only on one-electron operators, such

as polarizabilities and chiroptical response, could also be considered using a reformulated CC

linear response (CC-LR). It can be shown that, similarly to first-order properties, second-

order response properties of this type can be expressed using the 1-RDM only. This is

achieved by computing the first-order perturbed left-hand wave function parameters, λ(1).

Using these, second-order properties are computed in CC-LR as products of property in-

tegrals with perturbed one-electron reduced density matrices.47 Contributions from one op-

erator are folded into the 1-RDM, and contributions from the other are described by the

property integrals. In the context of the DTR, the density representation would now re-

quire only this perturbed 1-RDM with no additional changes. Contributions from property

integrals may also be included in the representation, perhaps through the same sort of gener-

alizations made to allow for transferability. In this fashion, many linear response properties

could be made accessible.

We will acknowledge one final potential oversight in property predictions done in the

23



preceding manner: a new model must still be trained for each property. To allow for a

“one-shot” model prediction of arbitrary properties, the wave function itself (or some usable

representation thereof) must be learned. This has recently been explored by Schütt and

coworkers,18 which has proved some efficacy of this strategy. Additional work on the usability

of such representations will be considered while algorithms to learn the representation itself

are formulated. In practice, however, once the ground state equations (e.g. the amplitudes

in CC theory) are solved, it is not necessary to recompute them for additional properties.

Instead, the (linear) response function can be evaluated at this time for a multitude of

properties. Because of this, we suggest that many properties are computed and stored in a

database when proposing and gathering reference or training data for ML algorithms, such

as those provided in QCArchive.48

4.4.3 ML algorithm optimization

Aside from coding additional physics into the representation and returning more varied

properties, the ML workflow itself may also be optimized to be more data-efficient, accurate,

and precise across varied molecular representations. To further evaluate model performance

and perhaps diagnose potential problems, learning curves were generated for every system

considered. These curves plot the error in the test (the “validation curve”) and training

(“training curve”) sets with respect to the number of training points used, with values ranging

from two to one-hundred training points. The validation curve exposes the limitations of the

current model by testing whether the model can be made more accurate using more training

points. The training curve, on the other hand, describes how well the model is adhering to

the training set, and so reveals problems of under- or over-training. Together, the curves

indicate the practical limitations of the model’s accuracy and use of data, suggesting an

irreducible error that can only be addressed by changing the model or the representation

itself. Learning curves for all systems considered are available in the Supporting Information.

The data discussed within the manuscript so far (excluding section 4.1) has been col-
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lected using M = 20 training points, which result in the data points at that value in every

validation curve. In a log-log plot, the validation curve should be linear such that an in-

crease in the number of training points results in a commensurate decrease in error. This

is well exhibited by, e.g., the validation curve for predicting the correlation energy for (S)-

methyloxirane, Figure 5. Generally, the DTR validation curve starts lower than the TATR.

The DTR model also tends to benefit more from additional training points in the two- to

fifty-point range. It is important to note that the most significant outliers to this trend

are the dipole moment models for (S)-methyloxirane and (R)-methylthiirane (see SI), the

largest molecules considered and undoubtedly the most complex electronic environments.

These systems benefit from larger training sets and are more prone to fortuitously low errors

with small training sets, requiring a careful analysis of the validation curve before decid-

ing on an optimal training set size. This is, of course, subject to the constraint that the

training points are still taken from near-equilibrium values. Improving the quality of the

training set by including more distinct electronic states away from equilibrium may improve

performance.

In considering the training curves (see SI), it is revealed that the TATR suffers from

additional bias as compared to the DTR, as evidenced by the higher error of the training

curves. Bias (sometimes referred to as inductive bias)28 refers to error arising from simplify-

ing assumptions made in the model. As this bias causes high training errors, it suggests that

the TATR model is not fitting the training data as well as the DTR. This is likely the cause

of the linear errors discussed in setion 4.2, as the model is simply learning toward the mean

of the training set, rather than properly reproducing each point. These errors can be reduced

by improving the model, e.g. by including more amplitudes in the TATR or by the DTR

modifications described above. Additional features or a reformulation of the representation

may also be explored using automated model-selection routines. These routines would, in

theory, result in a more complex model accessing a higher dimensional feature space, so the

challenges of extension become ensuring that this model still fits the training data (does not
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Figure 5: DTR and TATR validation curves for (S)-methyloxirane correlation energy.

under-train as a result of bias) and generalizes to unseen data (does not over-train as a result

of variance) when compared to a simpler approach.

5 Conclusions

Here we introduce the density tensor representation (DTR) for machine-learning quantum

mechanics applications. The representation is based on the previous t-amplitude tensor

representation (TATR), with improvements made through strictly theoretical considerations

of three categories: systematic improvement, storage, and simplified representation-target

mapping. Investigating the limits of these categories on small test sets show a number of

favorable properties. The DTR is defined for any electronic structure method in which a

density can be defined. When compared to the TATR for MP2, it achieves superior accuracy

across most test cases when the MP2 wave function is expected to produce reasonable results.
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This accuracy is in the sub-mEh range for correlation energies. Furthermore, applications

to molecular properties are both theoretically and operationally justified for representations

utilizing electronic densities as raw wave function features. Roughly milliDebye error was

achieved for correlated electronic dipole moments of several small molecules near equilibrium.

Extensions to include additional properties and molecular transferability are also considered,

with the data-efficient DTR model providing a vital stepping stone to these generalizing

improvements.

6 Supporting Information

A document containing supporting information (si.pdf) is available. This contains data

not given but referenced in the manuscript (diatomic energy TATR and DTR errors, dipole

TATR and DTR errors for all datasets, learning curves for all datasets). All pertinent

ML files, including output files and trained model parameters for all datasets, are available

through the Virginia Tech Data Repository [data repository with detailed coordinate and

other information to be added prior to publication].
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<latexit sha1_base64="XUKI6pv3bqjl0irUt+xGs2ugejI=">AAADA3icbZFdi9NAFIYn8avWr3a99GZwEASlJF3BXURY/EAvV7DuQlPKyWTSDp1JZmcmYklz66/xSrz1h3jrL3GSZtVm90Dg5X3Pk4TzxkpwY4Pgl+dfuXrt+o3ezf6t23fu3hsM9z6ZvNCUTWgucn0ag2GCZ2xiuRXsVGkGMhbsJF69rvOTz0wbnmcf7VqxmYRFxlNOwTprPthEqQZaRgq05SDw2+qf/lLhl/jNvFRnVWdr2Zi7q09w9A6khDrSpkssWnuHmQ9IMAqawRdF2AqC2jmeDz0VJTktJMssFWDMNAyUnZX1G6lgVT8qDFNAV7BgUyczkMzMyuZMFX7knASnuXZPZnHj/k+UII1Zy9htSrBL081q87JsWtj0YFbyTBWWZXT7obQQ2Oa4vjlOuGbUirUTQDV3/4rpEtx9rGumHyUsjWINJCwjAdlCMBLiTbX1V8w6f4OdFekmbANXuGZGkZCMz7G/9Asybpd3mbMCknOI7F+GPSX7HdJ1FHYbuSgm49HhKPzwjBy9asvqoQfoIXqMQvQcHaH36BhNEEW/vZ439Pb8r/43/7v/Y7vqey1zH+2M//MPIEv0HA==</latexit><latexit sha1_base64="XUKI6pv3bqjl0irUt+xGs2ugejI=">AAADA3icbZFdi9NAFIYn8avWr3a99GZwEASlJF3BXURY/EAvV7DuQlPKyWTSDp1JZmcmYklz66/xSrz1h3jrL3GSZtVm90Dg5X3Pk4TzxkpwY4Pgl+dfuXrt+o3ezf6t23fu3hsM9z6ZvNCUTWgucn0ag2GCZ2xiuRXsVGkGMhbsJF69rvOTz0wbnmcf7VqxmYRFxlNOwTprPthEqQZaRgq05SDw2+qf/lLhl/jNvFRnVWdr2Zi7q09w9A6khDrSpkssWnuHmQ9IMAqawRdF2AqC2jmeDz0VJTktJMssFWDMNAyUnZX1G6lgVT8qDFNAV7BgUyczkMzMyuZMFX7knASnuXZPZnHj/k+UII1Zy9htSrBL081q87JsWtj0YFbyTBWWZXT7obQQ2Oa4vjlOuGbUirUTQDV3/4rpEtx9rGumHyUsjWINJCwjAdlCMBLiTbX1V8w6f4OdFekmbANXuGZGkZCMz7G/9Asybpd3mbMCknOI7F+GPSX7HdJ1FHYbuSgm49HhKPzwjBy9asvqoQfoIXqMQvQcHaH36BhNEEW/vZ439Pb8r/43/7v/Y7vqey1zH+2M//MPIEv0HA==</latexit><latexit sha1_base64="XUKI6pv3bqjl0irUt+xGs2ugejI=">AAADA3icbZFdi9NAFIYn8avWr3a99GZwEASlJF3BXURY/EAvV7DuQlPKyWTSDp1JZmcmYklz66/xSrz1h3jrL3GSZtVm90Dg5X3Pk4TzxkpwY4Pgl+dfuXrt+o3ezf6t23fu3hsM9z6ZvNCUTWgucn0ag2GCZ2xiuRXsVGkGMhbsJF69rvOTz0wbnmcf7VqxmYRFxlNOwTprPthEqQZaRgq05SDw2+qf/lLhl/jNvFRnVWdr2Zi7q09w9A6khDrSpkssWnuHmQ9IMAqawRdF2AqC2jmeDz0VJTktJMssFWDMNAyUnZX1G6lgVT8qDFNAV7BgUyczkMzMyuZMFX7knASnuXZPZnHj/k+UII1Zy9htSrBL081q87JsWtj0YFbyTBWWZXT7obQQ2Oa4vjlOuGbUirUTQDV3/4rpEtx9rGumHyUsjWINJCwjAdlCMBLiTbX1V8w6f4OdFekmbANXuGZGkZCMz7G/9Asybpd3mbMCknOI7F+GPSX7HdJ1FHYbuSgm49HhKPzwjBy9asvqoQfoIXqMQvQcHaH36BhNEEW/vZ439Pb8r/43/7v/Y7vqey1zH+2M//MPIEv0HA==</latexit><latexit sha1_base64="CFQ6iPCMmZPVdSoKwlrBiwMKgXc=">AAACd3icbVFNSwMxEE3Xr1q/2rOXYBA8aNltERUvghePClaFbpHZ7GwNzWbXJCuUtX/Aq7/Of2ParqLVgcDjvXnMZF6US2Gs73/UvKXlldW1+npjY7Oxtb3T3LwzWaE59ngmM/0QgUEpFPassBIfco2QRhLvo9HlVL9/QW1Epm7tOMdBCkMlEsHBOur6scn8tj8r+hcEFWCkqsdWLQ/jjBcpKsslGNMP/NwOStBWcImTRlgYzIGPYIh9BxWkaAblbM8J3XdMTJNMu6csnbE/HSWkxozTyHWmYJ/MojYl/9P6hU1OB6VQeWFR8fmgpJDUZnT6aRoLjdzKsQPAtXC7Uv4EGrh1p2mEMSZhpIEFZShBDSWygL5O5vwIreNfqaNCPRMrwV1co8lZwDpftm/3OetUzb89zwXEXybW/c92yLoLThdRsBjIX9DrtM/awY1P6mSX7JEDEpATckGuyDXpEU5i8kbevTXvyOvOk/RqVaQt8qu8409Nu79w</latexit><latexit sha1_base64="I0tnuzKR0SehNPj1kMzoU6tJ8Rk=">AAAC+HicbZFfi9NAFMUn8c/Wumq7r74MBkFQStJ9UFmEBVf0cQXrLjSl3Exu2qGTZHZmIlvSvO6n8Un8Mr76SZykWbXZvRA4nHN/SbgnkoJr4/u/HPfO3Xv393oP+g/3Hz1+Mhjuf9V5oRhOWC5ydR6BRsEznBhuBJ5LhZBGAs+i1fs6P/uGSvM8+2LWEmcpLDKecAbGWvPBJkwUsDKUoAwHQT9U//RlRd/Rk3kpL6rO1rIxd1df0vAjpCnUkdJdYtHaO8x84Pkjvxl6UwSt8Eg7p/OhI8M4Z0WKmWECtJ4GvjSzsn4jE1j1w0KjBLaCBU6tzCBFPSubM1X0uXVimuTKPpmhjfs/UUKq9TqN7GYKZqm7WW3elk0Lk7yZlTyThcGMbT+UFIKanNY3pzFXyIxYWwFMcfuvlC3B3sfYZvphjEkYKfCCMhSQLQR6Ad1UW3+Fxvobaq1QNWEb2MIVaukF3vga+0sfeeN2eZe5KCC+hrzD27BX3mGHtB0F3UZuisl49HYUfPZJjzwlz8gLEpDX5Jh8IqdkQhj57fScoXPgXrnf3R/bMl2nbfWA7Iz78w+O2PKt</latexit><latexit sha1_base64="I0tnuzKR0SehNPj1kMzoU6tJ8Rk=">AAAC+HicbZFfi9NAFMUn8c/Wumq7r74MBkFQStJ9UFmEBVf0cQXrLjSl3Exu2qGTZHZmIlvSvO6n8Un8Mr76SZykWbXZvRA4nHN/SbgnkoJr4/u/HPfO3Xv393oP+g/3Hz1+Mhjuf9V5oRhOWC5ydR6BRsEznBhuBJ5LhZBGAs+i1fs6P/uGSvM8+2LWEmcpLDKecAbGWvPBJkwUsDKUoAwHQT9U//RlRd/Rk3kpL6rO1rIxd1df0vAjpCnUkdJdYtHaO8x84Pkjvxl6UwSt8Eg7p/OhI8M4Z0WKmWECtJ4GvjSzsn4jE1j1w0KjBLaCBU6tzCBFPSubM1X0uXVimuTKPpmhjfs/UUKq9TqN7GYKZqm7WW3elk0Lk7yZlTyThcGMbT+UFIKanNY3pzFXyIxYWwFMcfuvlC3B3sfYZvphjEkYKfCCMhSQLQR6Ad1UW3+Fxvobaq1QNWEb2MIVaukF3vga+0sfeeN2eZe5KCC+hrzD27BX3mGHtB0F3UZuisl49HYUfPZJjzwlz8gLEpDX5Jh8IqdkQhj57fScoXPgXrnf3R/bMl2nbfWA7Iz78w+O2PKt</latexit><latexit sha1_base64="zVlnQ9gYoD0GzqavX8ZwA07Jh00=">AAADA3icbZFdi9NAFIYn8WNr/dh2vfRmcBAEpSTdC11EWPxAL1ew7kJTyslk0g6dTGZnJmJJc+uv8Uq89Yd46y9xkmbVZvdA4OV9z5OE88ZKcGOD4JfnX7t+4+Ze71b/9p279/YHw4NPJi80ZROai1yfxWCY4JJNLLeCnSnNIIsFO41Xr+v89DPThufyo10rNstgIXnKKVhnzQebKNVAy0iBthwEflv9018q/BK/mZfqvOpsLRtzd/UJjt5BlkEdadMlFq29w8wHJBgFzeDLImwFQe2czIeeipKcFhmTlgowZhoGys7K+o1UsKofFYYpoCtYsKmTEjJmZmVzpgo/ck6C01y7R1rcuP8TJWTGrLPYbWZgl6ab1eZV2bSw6fNZyaUqLJN0+6G0ENjmuL45Trhm1Iq1E0A1d/+K6RLcfaxrph8lLI1iDSQsIwFyIRgJ8aba+itmnb/Bzop0E7aBK1wzo0hIxhfYX/oFGbfLu8x5AckFRA6vwp6Sww7pOgq7jVwWk/HoaBR+CMjxq7asHnqAHqLHKETP0DF6j07QBFH02+t5Q+/A/+p/87/7P7arvtcy99HO+D//AB8L9Bg=</latexit><latexit sha1_base64="XUKI6pv3bqjl0irUt+xGs2ugejI=">AAADA3icbZFdi9NAFIYn8avWr3a99GZwEASlJF3BXURY/EAvV7DuQlPKyWTSDp1JZmcmYklz66/xSrz1h3jrL3GSZtVm90Dg5X3Pk4TzxkpwY4Pgl+dfuXrt+o3ezf6t23fu3hsM9z6ZvNCUTWgucn0ag2GCZ2xiuRXsVGkGMhbsJF69rvOTz0wbnmcf7VqxmYRFxlNOwTprPthEqQZaRgq05SDw2+qf/lLhl/jNvFRnVWdr2Zi7q09w9A6khDrSpkssWnuHmQ9IMAqawRdF2AqC2jmeDz0VJTktJMssFWDMNAyUnZX1G6lgVT8qDFNAV7BgUyczkMzMyuZMFX7knASnuXZPZnHj/k+UII1Zy9htSrBL081q87JsWtj0YFbyTBWWZXT7obQQ2Oa4vjlOuGbUirUTQDV3/4rpEtx9rGumHyUsjWINJCwjAdlCMBLiTbX1V8w6f4OdFekmbANXuGZGkZCMz7G/9Asybpd3mbMCknOI7F+GPSX7HdJ1FHYbuSgm49HhKPzwjBy9asvqoQfoIXqMQvQcHaH36BhNEEW/vZ439Pb8r/43/7v/Y7vqey1zH+2M//MPIEv0HA==</latexit><latexit sha1_base64="XUKI6pv3bqjl0irUt+xGs2ugejI=">AAADA3icbZFdi9NAFIYn8avWr3a99GZwEASlJF3BXURY/EAvV7DuQlPKyWTSDp1JZmcmYklz66/xSrz1h3jrL3GSZtVm90Dg5X3Pk4TzxkpwY4Pgl+dfuXrt+o3ezf6t23fu3hsM9z6ZvNCUTWgucn0ag2GCZ2xiuRXsVGkGMhbsJF69rvOTz0wbnmcf7VqxmYRFxlNOwTprPthEqQZaRgq05SDw2+qf/lLhl/jNvFRnVWdr2Zi7q09w9A6khDrSpkssWnuHmQ9IMAqawRdF2AqC2jmeDz0VJTktJMssFWDMNAyUnZX1G6lgVT8qDFNAV7BgUyczkMzMyuZMFX7knASnuXZPZnHj/k+UII1Zy9htSrBL081q87JsWtj0YFbyTBWWZXT7obQQ2Oa4vjlOuGbUirUTQDV3/4rpEtx9rGumHyUsjWINJCwjAdlCMBLiTbX1V8w6f4OdFekmbANXuGZGkZCMz7G/9Asybpd3mbMCknOI7F+GPSX7HdJ1FHYbuSgm49HhKPzwjBy9asvqoQfoIXqMQvQcHaH36BhNEEW/vZ439Pb8r/43/7v/Y7vqey1zH+2M//MPIEv0HA==</latexit><latexit sha1_base64="XUKI6pv3bqjl0irUt+xGs2ugejI=">AAADA3icbZFdi9NAFIYn8avWr3a99GZwEASlJF3BXURY/EAvV7DuQlPKyWTSDp1JZmcmYklz66/xSrz1h3jrL3GSZtVm90Dg5X3Pk4TzxkpwY4Pgl+dfuXrt+o3ezf6t23fu3hsM9z6ZvNCUTWgucn0ag2GCZ2xiuRXsVGkGMhbsJF69rvOTz0wbnmcf7VqxmYRFxlNOwTprPthEqQZaRgq05SDw2+qf/lLhl/jNvFRnVWdr2Zi7q09w9A6khDrSpkssWnuHmQ9IMAqawRdF2AqC2jmeDz0VJTktJMssFWDMNAyUnZX1G6lgVT8qDFNAV7BgUyczkMzMyuZMFX7knASnuXZPZnHj/k+UII1Zy9htSrBL081q87JsWtj0YFbyTBWWZXT7obQQ2Oa4vjlOuGbUirUTQDV3/4rpEtx9rGumHyUsjWINJCwjAdlCMBLiTbX1V8w6f4OdFekmbANXuGZGkZCMz7G/9Asybpd3mbMCknOI7F+GPSX7HdJ1FHYbuSgm49HhKPzwjBy9asvqoQfoIXqMQvQcHaH36BhNEEW/vZ439Pb8r/43/7v/Y7vqey1zH+2M//MPIEv0HA==</latexit><latexit sha1_base64="XUKI6pv3bqjl0irUt+xGs2ugejI=">AAADA3icbZFdi9NAFIYn8avWr3a99GZwEASlJF3BXURY/EAvV7DuQlPKyWTSDp1JZmcmYklz66/xSrz1h3jrL3GSZtVm90Dg5X3Pk4TzxkpwY4Pgl+dfuXrt+o3ezf6t23fu3hsM9z6ZvNCUTWgucn0ag2GCZ2xiuRXsVGkGMhbsJF69rvOTz0wbnmcf7VqxmYRFxlNOwTprPthEqQZaRgq05SDw2+qf/lLhl/jNvFRnVWdr2Zi7q09w9A6khDrSpkssWnuHmQ9IMAqawRdF2AqC2jmeDz0VJTktJMssFWDMNAyUnZX1G6lgVT8qDFNAV7BgUyczkMzMyuZMFX7knASnuXZPZnHj/k+UII1Zy9htSrBL081q87JsWtj0YFbyTBWWZXT7obQQ2Oa4vjlOuGbUirUTQDV3/4rpEtx9rGumHyUsjWINJCwjAdlCMBLiTbX1V8w6f4OdFekmbANXuGZGkZCMz7G/9Asybpd3mbMCknOI7F+GPSX7HdJ1FHYbuSgm49HhKPzwjBy9asvqoQfoIXqMQvQcHaH36BhNEEW/vZ439Pb8r/43/7v/Y7vqey1zH+2M//MPIEv0HA==</latexit><latexit sha1_base64="XUKI6pv3bqjl0irUt+xGs2ugejI=">AAADA3icbZFdi9NAFIYn8avWr3a99GZwEASlJF3BXURY/EAvV7DuQlPKyWTSDp1JZmcmYklz66/xSrz1h3jrL3GSZtVm90Dg5X3Pk4TzxkpwY4Pgl+dfuXrt+o3ezf6t23fu3hsM9z6ZvNCUTWgucn0ag2GCZ2xiuRXsVGkGMhbsJF69rvOTz0wbnmcf7VqxmYRFxlNOwTprPthEqQZaRgq05SDw2+qf/lLhl/jNvFRnVWdr2Zi7q09w9A6khDrSpkssWnuHmQ9IMAqawRdF2AqC2jmeDz0VJTktJMssFWDMNAyUnZX1G6lgVT8qDFNAV7BgUyczkMzMyuZMFX7knASnuXZPZnHj/k+UII1Zy9htSrBL081q87JsWtj0YFbyTBWWZXT7obQQ2Oa4vjlOuGbUirUTQDV3/4rpEtx9rGumHyUsjWINJCwjAdlCMBLiTbX1V8w6f4OdFekmbANXuGZGkZCMz7G/9Asybpd3mbMCknOI7F+GPSX7HdJ1FHYbuSgm49HhKPzwjBy9asvqoQfoIXqMQvQcHaH36BhNEEW/vZ439Pb8r/43/7v/Y7vqey1zH+2M//MPIEv0HA==</latexit><latexit sha1_base64="XUKI6pv3bqjl0irUt+xGs2ugejI=">AAADA3icbZFdi9NAFIYn8avWr3a99GZwEASlJF3BXURY/EAvV7DuQlPKyWTSDp1JZmcmYklz66/xSrz1h3jrL3GSZtVm90Dg5X3Pk4TzxkpwY4Pgl+dfuXrt+o3ezf6t23fu3hsM9z6ZvNCUTWgucn0ag2GCZ2xiuRXsVGkGMhbsJF69rvOTz0wbnmcf7VqxmYRFxlNOwTprPthEqQZaRgq05SDw2+qf/lLhl/jNvFRnVWdr2Zi7q09w9A6khDrSpkssWnuHmQ9IMAqawRdF2AqC2jmeDz0VJTktJMssFWDMNAyUnZX1G6lgVT8qDFNAV7BgUyczkMzMyuZMFX7knASnuXZPZnHj/k+UII1Zy9htSrBL081q87JsWtj0YFbyTBWWZXT7obQQ2Oa4vjlOuGbUirUTQDV3/4rpEtx9rGumHyUsjWINJCwjAdlCMBLiTbX1V8w6f4OdFekmbANXuGZGkZCMz7G/9Asybpd3mbMCknOI7F+GPSX7HdJ1FHYbuSgm49HhKPzwjBy9asvqoQfoIXqMQvQcHaH36BhNEEW/vZ439Pb8r/43/7v/Y7vqey1zH+2M//MPIEv0HA==</latexit>

<latexit sha1_base64="XUKI6pv3bqjl0irUt+xGs2ugejI=">AAADA3icbZFdi9NAFIYn8avWr3a99GZwEASlJF3BXURY/EAvV7DuQlPKyWTSDp1JZmcmYklz66/xSrz1h3jrL3GSZtVm90Dg5X3Pk4TzxkpwY4Pgl+dfuXrt+o3ezf6t23fu3hsM9z6ZvNCUTWgucn0ag2GCZ2xiuRXsVGkGMhbsJF69rvOTz0wbnmcf7VqxmYRFxlNOwTprPthEqQZaRgq05SDw2+qf/lLhl/jNvFRnVWdr2Zi7q09w9A6khDrSpkssWnuHmQ9IMAqawRdF2AqC2jmeDz0VJTktJMssFWDMNAyUnZX1G6lgVT8qDFNAV7BgUyczkMzMyuZMFX7knASnuXZPZnHj/k+UII1Zy9htSrBL081q87JsWtj0YFbyTBWWZXT7obQQ2Oa4vjlOuGbUirUTQDV3/4rpEtx9rGumHyUsjWINJCwjAdlCMBLiTbX1V8w6f4OdFekmbANXuGZGkZCMz7G/9Asybpd3mbMCknOI7F+GPSX7HdJ1FHYbuSgm49HhKPzwjBy9asvqoQfoIXqMQvQcHaH36BhNEEW/vZ439Pb8r/43/7v/Y7vqey1zH+2M//MPIEv0HA==</latexit><latexit sha1_base64="XUKI6pv3bqjl0irUt+xGs2ugejI=">AAADA3icbZFdi9NAFIYn8avWr3a99GZwEASlJF3BXURY/EAvV7DuQlPKyWTSDp1JZmcmYklz66/xSrz1h3jrL3GSZtVm90Dg5X3Pk4TzxkpwY4Pgl+dfuXrt+o3ezf6t23fu3hsM9z6ZvNCUTWgucn0ag2GCZ2xiuRXsVGkGMhbsJF69rvOTz0wbnmcf7VqxmYRFxlNOwTprPthEqQZaRgq05SDw2+qf/lLhl/jNvFRnVWdr2Zi7q09w9A6khDrSpkssWnuHmQ9IMAqawRdF2AqC2jmeDz0VJTktJMssFWDMNAyUnZX1G6lgVT8qDFNAV7BgUyczkMzMyuZMFX7knASnuXZPZnHj/k+UII1Zy9htSrBL081q87JsWtj0YFbyTBWWZXT7obQQ2Oa4vjlOuGbUirUTQDV3/4rpEtx9rGumHyUsjWINJCwjAdlCMBLiTbX1V8w6f4OdFekmbANXuGZGkZCMz7G/9Asybpd3mbMCknOI7F+GPSX7HdJ1FHYbuSgm49HhKPzwjBy9asvqoQfoIXqMQvQcHaH36BhNEEW/vZ439Pb8r/43/7v/Y7vqey1zH+2M//MPIEv0HA==</latexit><latexit sha1_base64="XUKI6pv3bqjl0irUt+xGs2ugejI=">AAADA3icbZFdi9NAFIYn8avWr3a99GZwEASlJF3BXURY/EAvV7DuQlPKyWTSDp1JZmcmYklz66/xSrz1h3jrL3GSZtVm90Dg5X3Pk4TzxkpwY4Pgl+dfuXrt+o3ezf6t23fu3hsM9z6ZvNCUTWgucn0ag2GCZ2xiuRXsVGkGMhbsJF69rvOTz0wbnmcf7VqxmYRFxlNOwTprPthEqQZaRgq05SDw2+qf/lLhl/jNvFRnVWdr2Zi7q09w9A6khDrSpkssWnuHmQ9IMAqawRdF2AqC2jmeDz0VJTktJMssFWDMNAyUnZX1G6lgVT8qDFNAV7BgUyczkMzMyuZMFX7knASnuXZPZnHj/k+UII1Zy9htSrBL081q87JsWtj0YFbyTBWWZXT7obQQ2Oa4vjlOuGbUirUTQDV3/4rpEtx9rGumHyUsjWINJCwjAdlCMBLiTbX1V8w6f4OdFekmbANXuGZGkZCMz7G/9Asybpd3mbMCknOI7F+GPSX7HdJ1FHYbuSgm49HhKPzwjBy9asvqoQfoIXqMQvQcHaH36BhNEEW/vZ439Pb8r/43/7v/Y7vqey1zH+2M//MPIEv0HA==</latexit>

y(⌫) =

MX

i

k(⌫0
i,⌫)↵i

<latexit sha1_base64="I3DIsh6pPCRAjXDqopleiO6Ajb0=">AAAC1HicbZFdaxNBFIYn61eNX6leejM4iBVK2E2FVkQoeuNNoYIxhUxczs6eTYbMzq4zs0LY7pV465/x1/RW/4iTZCs26YFhXt73PMzHSUolrQvDi05w4+at23d27nbv3X/w8FFv9/FnW1RG4FAUqjBnCVhUUuPQSafwrDQIeaJwlMzfL/PRNzRWFvqTW5Q4yWGqZSYFOG/FvZPFHk8KldpF7rea66p5Sd9Sbqs8ll9O5pvpiyaW+1sEB1XOIJZxj4X9cFV0W0StYKSt03i3U/K0EFWO2gkF1o6jsHSTGoyTQmHT5ZXFEsQcpjj2UkOOdlKv3t3Q595JaVYYv7SjK/d/oobcLq/pO3NwM7uZLc3rsnHlsqNJLXVZOdRifVBWKeoKuvxEmkqDwqmFFyCM9HelYgYGhPNf3eUpZjwxwKKaK9BThSyi583an6Pz/jn1FjersA38BA3akkVscIn9o9+wQdt8lflaQXoJsYPrsH12sEH6GUWbE9kWw0H/dT/6+Iodv2uHtUOekmdkj0TkkByTD+SUDIkgv8gF+U3+BKOgCb4HP9atQadlnpArFfz8C+8K4k4=</latexit><latexit sha1_base64="I3DIsh6pPCRAjXDqopleiO6Ajb0=">AAAC1HicbZFdaxNBFIYn61eNX6leejM4iBVK2E2FVkQoeuNNoYIxhUxczs6eTYbMzq4zs0LY7pV465/x1/RW/4iTZCs26YFhXt73PMzHSUolrQvDi05w4+at23d27nbv3X/w8FFv9/FnW1RG4FAUqjBnCVhUUuPQSafwrDQIeaJwlMzfL/PRNzRWFvqTW5Q4yWGqZSYFOG/FvZPFHk8KldpF7rea66p5Sd9Sbqs8ll9O5pvpiyaW+1sEB1XOIJZxj4X9cFV0W0StYKSt03i3U/K0EFWO2gkF1o6jsHSTGoyTQmHT5ZXFEsQcpjj2UkOOdlKv3t3Q595JaVYYv7SjK/d/oobcLq/pO3NwM7uZLc3rsnHlsqNJLXVZOdRifVBWKeoKuvxEmkqDwqmFFyCM9HelYgYGhPNf3eUpZjwxwKKaK9BThSyi583an6Pz/jn1FjersA38BA3akkVscIn9o9+wQdt8lflaQXoJsYPrsH12sEH6GUWbE9kWw0H/dT/6+Iodv2uHtUOekmdkj0TkkByTD+SUDIkgv8gF+U3+BKOgCb4HP9atQadlnpArFfz8C+8K4k4=</latexit><latexit sha1_base64="I3DIsh6pPCRAjXDqopleiO6Ajb0=">AAAC1HicbZFdaxNBFIYn61eNX6leejM4iBVK2E2FVkQoeuNNoYIxhUxczs6eTYbMzq4zs0LY7pV465/x1/RW/4iTZCs26YFhXt73PMzHSUolrQvDi05w4+at23d27nbv3X/w8FFv9/FnW1RG4FAUqjBnCVhUUuPQSafwrDQIeaJwlMzfL/PRNzRWFvqTW5Q4yWGqZSYFOG/FvZPFHk8KldpF7rea66p5Sd9Sbqs8ll9O5pvpiyaW+1sEB1XOIJZxj4X9cFV0W0StYKSt03i3U/K0EFWO2gkF1o6jsHSTGoyTQmHT5ZXFEsQcpjj2UkOOdlKv3t3Q595JaVYYv7SjK/d/oobcLq/pO3NwM7uZLc3rsnHlsqNJLXVZOdRifVBWKeoKuvxEmkqDwqmFFyCM9HelYgYGhPNf3eUpZjwxwKKaK9BThSyi583an6Pz/jn1FjersA38BA3akkVscIn9o9+wQdt8lflaQXoJsYPrsH12sEH6GUWbE9kWw0H/dT/6+Iodv2uHtUOekmdkj0TkkByTD+SUDIkgv8gF+U3+BKOgCb4HP9atQadlnpArFfz8C+8K4k4=</latexit><latexit sha1_base64="I3DIsh6pPCRAjXDqopleiO6Ajb0=">AAAC1HicbZFdaxNBFIYn61eNX6leejM4iBVK2E2FVkQoeuNNoYIxhUxczs6eTYbMzq4zs0LY7pV465/x1/RW/4iTZCs26YFhXt73PMzHSUolrQvDi05w4+at23d27nbv3X/w8FFv9/FnW1RG4FAUqjBnCVhUUuPQSafwrDQIeaJwlMzfL/PRNzRWFvqTW5Q4yWGqZSYFOG/FvZPFHk8KldpF7rea66p5Sd9Sbqs8ll9O5pvpiyaW+1sEB1XOIJZxj4X9cFV0W0StYKSt03i3U/K0EFWO2gkF1o6jsHSTGoyTQmHT5ZXFEsQcpjj2UkOOdlKv3t3Q595JaVYYv7SjK/d/oobcLq/pO3NwM7uZLc3rsnHlsqNJLXVZOdRifVBWKeoKuvxEmkqDwqmFFyCM9HelYgYGhPNf3eUpZjwxwKKaK9BThSyi583an6Pz/jn1FjersA38BA3akkVscIn9o9+wQdt8lflaQXoJsYPrsH12sEH6GUWbE9kWw0H/dT/6+Iodv2uHtUOekmdkj0TkkByTD+SUDIkgv8gF+U3+BKOgCb4HP9atQadlnpArFfz8C+8K4k4=</latexit>

⌫(x) =
X

i<N

g(di,�, x)
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