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The mechanism of isomerization of hydroxyacetone to 2-hydroxypropanal
is studied within the framework of reaction force analysis at the M06-2X/6-
311++G(d,p) level of theory. Three unique pathways are considered: (i) a
step-wise mechanism that proceeds through formation of the Z-isomer of
their shared enediol intermediate, (ii) a step-wise mechanism that forms the
E-isomer of the enediol, and (iii) a concerted pathway that bypasses the
enediol intermediate. Energy calculations show that the concerted path-
way has the lowest activation energy barrier at 45.7 kcal mol−1 . The re-
action force, chemical potential, and reaction electronic flux are calculated
for each reaction to characterize electronic changes throughout the mech-
anism. The reaction force constant is calculated in order to investigate the
synchronous/asynchronous nature of the concerted intramolecular proton
transfers involved. Additional characterization of synchronicity is provided
by calculating the bond fragility spectrum for each mechanism.
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1 | INTRODUCTION

Proton-transfer (PT) mechanisms represent an important class of chemical reactions with broad appeal that are ubiqui-
tous throughout chemistry and biology. [1–9] The proton transfer is the defining characteristic of Brønstead acid-base
processes that are common in biochemical applications including spontaneous DNA mutation, [10,11] catalysis of ri-
bonucleotides in DNA synthesis, [12,13] and oxygen evolution during photosynthesis. [14] A general description of the
reaction mechanism is deceptively simple, it involves the transfer of a hydrogen atom from one side of a molecular sys-
tem to the other. In spite of the simplicity implied by this superficial explanation, PT reactions have been the subject
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F IGURE 1 Reaction mechanism for isomerization of hydroxyacetone to 2-hydroxypropanal

of numerous experimental [15–19] and theoretical [20–23] studies for decades. This fascination with PT reactions stems
from themany unique scenarios they are involved in, for instance they occur in both intermolecular [24] and intramolec-
ular [25] reactions, ground state thermal-induced processes, [26–28] excited state photoinduced processes, [29–32] and
even processes coupled with electron transfer. [33] Each scenario presenting a unique set of physical challenges. This
breadth of different applications and challenges make PT processes an exciting class of mechanisms to study. A dis-
tinction is often made for PT processes based on the number of protons that are transferred in a reaction, classifying
them as either single proton-transfer (SPT) or double proton-transfer (DPT) reactions based on whether they trans-
fer one or two protons respectively. Two interesting questions arise in the case of DPT reactions: (1) Is the process
concerted or stepwise? i.e. are both protons transferred in a single elementary reaction step (concerted) or does it
form a stable intermediate en route to the final product (stepwise)? (2) If the reaction is concerted, does it occur in a
synchronous or asynchronous fashion?

An interesting class of reactions that involve an intramolecular DPT mechanism are aldose-ketose isomerizations
(also known as Lobry de Bruyn–van Ekenstein rearrangements) which involves the transfer of two hydrogen atoms
in an α-hydroxy aldehyde to form an α-hydroxy ketone. One hydrogen is transferred between the electronegative
oxygens of the hydroxy and carbonyl group of the aldehyde, while the other hydrogen atom is shuttled between
respective carbonyl carbons. This mechanism has attracted significant attention in the chemical literature as it is a
primary process involved in the conversion of glucose to fructose. Hydroxyacetone (HOCH2C(O)CH3) is one of the
simplest α-hydroxy aldehydes and can undergo isomerization to form 2-hydroxypropanal (CH3CHOHCHO) serving as
a model system for aldose-ketose isomerization. Additionally, hydroxyacetone is of interest in atmospheric chemistry
as a second-generation product of volatile organic compounds interacting with atmospheric free radicals in the tro-
posphere, leading to numerous studies on its mechanism of oxidation. [34–40] A general scheme for the isomerization
of hydroxyacetone to 2-hydroxypropanal is shown in Figure 1 with the DPT mechanism occurring via three unique
pathways, the first two pathways are stepwise processes that proceed through stable isomers (Z and E) of their shared
enediol intermediate. The third pathway is a concerted mechanism that was recently discovered by Gabriel da Silva
and coworkers, [41] it bypasses the enediol intermediate and was found to be energetically favorable by approximately
20 kcal mol−1 suggesting this may be a general mechanism of importance for all hydroxycarbonyls.

Theoretical analysis of reaction mechanisms in quantum chemistry typically involve the investigation of the po-
tential energy surface associated with the reaction. Starting from an established reaction coordinate, a more in-depth
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understanding of the reaction can be obtained by investigating changes in the energy landscape including the acti-
vation energy, reaction energy, and reaction rates. One established reaction coordinate that is popular in quantum
chemistry applications is the intrinsic reaction coordinate (IRC) of Fukui et al. [42] The IRC summarizes the nuclear
motion of the molecular system into a one-dimentional coordinate along the minimum energy path from reactants to
products. Building off this idea, Alejandro Toro-Labbé introduced the concept of the reaction force, defined as the
negative derivative of the energy with respect to the reaction coordinate. [43–46] The general framework provided by
the reaction force inspired investigation of the second energy derivative along the reaction coordinate, known as the
reaction force constant, [47] and the negative derivative of the chemical potential known as the reaction electronic
flux. [48–51] Collectively, these properties represent a powerful toolkit for analyzing chemical reaction mechanisms
and has been demonstrated in numerous studies. [52–71] The reaction force constant particularly has proven useful
as an indicator of the synchronous/asynchronous nature of bond breaking/formation, it has been applied extensively
to study synchronicity in Diels-Alder reactions. [72,73] Additionally, a recent method developed by Piotr Ordon and
coworkers called the bond fragility spectrum aims to analyze the sequence of bond breaking/formation for a reaction
by investigating the derivative of properties based on the molecular Hessian. [74–77] In the present study, we utilize
all of these theoretical tools in order to characterize the proton transfer reactions involved in the isomerization of
hydroxyacetone to 2-hydroxypropanal. Specifically we will characterize the nature of each elementary reaction step
as SPT or DPT, and for all DPT mechanisms we will classify their relative synchronicity. Additionally the reaction
electronic flux will be used to investigate electronic changes throughout the mechanisms.

2 | THEORETICAL BACKGROUND

One of the most powerful aspects of the reaction force is that it allows for a partitioning of the reaction into three
unique regions (reactant, transition state, and product regions) where contributions from electronic activity dominate
closer to the transition state and geometrical contributions dominate closer to the reactants and products structure.
Given this general partitioning, it is possible to discuss changes in other calculated properties within the context of
which region of the reaction they occur. All of the theoretical methods that will be discussed in this section share a
common thread, they all quantify changes in the total molecular energy, tool of conceptual DFT, or properties from
the molecular Hessian within the framework of reaction force analysis to provide novel insight into chemical reaction
mechanisms.

2.1 | Reaction Force and Reaction Force Constant

Figure 2 shows a traditional IRC (ξ) profile for an elementary reaction step detailing the minimum energy path from
reactants to products. The transition state (TS) structure is defined as the structure at the energy maximum, a first-
order saddle point with a single imaginary vibrational frequency. TS theory rigorously defines three crictical points
along the reaction coordinate, a minima for the reactants (ξR), a minima for the products (ξP), and a the first-order
saddle point for the TS (ξTS). The reaction force builds upon this general framework by introducing new critical points
along the reaction coordinate for study. The reaction force (F ) is defined as the negative gradient of the energy (E )
with respect to the reaction coordinate (ξ):

F (ξ) = − ∂E (ξ)
∂ξ

(1)
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F IGURE 2 Sketch showing the reaction force
(red line) and its relationship to the energy (blue
line) as well as the critical points along the
energy/force profiles for the reactant (ξR),transition state (ξTS), product (ξP), forceminimum (ξmin), and force maximum (ξmax).

This produces a profile that has the general shape shown in Figure 2, F (ξ) proceeds from reactants to products produc-
ing a distinct minimum andmaximum. This establishes two additional critical points, the reaction force minimum (ξmin)
and the reaction force maximum (ξmax). This allows for a rigorous definition of three distinct regions based on this
set of critical points: (1) the reactant (R) region (ξR ≤ ξ ≤ ξmin), (2) the transition state (TS) region (ξmin ≤ ξ ≤ ξmax),
and (3) the product (P) region (ξmax ≤ ξ ≤ ξP), each of these regions are shown in Figure 2. The reactant region
is associated with geometrical changes necessary to form the TS structure, the TS region is associated with signifi-
cant electronic changes, and the product region is associated with the geometrical relaxation of the TS structure to
form the final product. It should be stressed here that these regions are not exclusively associated with geometric
or electronic changes. Surely some electronic changes will accompany structural rearrangements in the reactant and
product regions, likewise geometric changes still occur in the TS region. These delineations refer to the dominant
contributions to the energy in that region. Detailing a transition region where most of the conversion from reactants
to products takes place is consistent with experimental atomic-scale dynamics studies which describe a continuum of
unstable states that exist between reactants and products. [78–80] This general framework is also consistent with other
independent theoretical approaches. [81–85] The amount of work done throughout a particular region n of a reaction
(wn ) can be defined as the integral of the force over a given region of the reaction coordinate:

w1 = −
∫ ξmin
ξR

F (ξ)dξ ; w2 = −
∫ ξTS
ξmin

F (ξ)dξ

w3 = −
∫ ξmax
ξTS

F (ξ)dξ ; w4 = −
∫ ξP
ξmax

F (ξ)dξ (2)

essentially the area under the curve of the force. The work done in the first region (w1) accounts for the energy
required to geometrically rearrange the system in the reactant region. w2 is primarily associated with electronic re-
organizing of the electron density close to the TS structure. Similarly w3 and w4 are associated with electronic and
structural relaxation respectively. This decomposition of the total work into contributions from different regions al-
lows for the decomposition of the activation energy barrier (∆E ) into contributions from the first two regions:

∆E ‡ = [E (ξTS) − E (ξR) ] = w1 +w2 (3)
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F IGURE 3 General profile for the reaction force constant for a process that is (a) synchronous and (b)
asynchronous, showing a single minimum or two minima respectively in the TS region of the reaction.

as well as the overall reaction energy (∆E 0) as the sum of the energy in all regions:
∆E 0 = w1 +w2 +w3 +w4 (4)

Further insight into the chemical reaction can be provided by investigating the derivative of F (ξ) , known as the
"reaction force constant" κ (ξ)

κ (ξ) = ∂F (ξ)
∂ξ

=
∂2E

∂ξ2
(5)

An example of a typical κ (ξ) profile is shown in Figure 3a, notice that in the reactant and product regions there is a
small positive increase in the force constant. This is due to the fact that F (ξ) is primarily a restoring force in these
regions driving the deformed reactant or product structure back to its equilibrium geometry. The κ (ξ) profile reaches
zero at ξmin and ξmax and is negative throughout the TS region between these points. The κ (ξ) profile can exhibit
significant fine-structure in the TS region that can be indicative of the synchronicity of the chemical events associated
with an elementary reaction step. Figure 3a, shows the typical profile for a synchronous process, in the TS region κ (ξ)
will show a single minimum, conversely for an asynchronous process the κ (ξ) profile will exhibit fine-structure in this
region typically in the form of two distinct minima, an example of this is shown in Figure 3b.

2.2 | Conceptual DFT and Reaction Electronic Flux (REF)

Conceptual DFT offers a diverse range of well-defined chemical concepts that provide both qualitative insight and
quantitative predictions of chemical reactivity. As a reaction progresses the molecules involved are gaining/losing
electrons, conceptual DFT tracks these modulations by defining properties based on a molecules response to changes
in the number of electrons (N ) and the external potential (ν (r)). Fundamental to conceptual DFT are the so-called
global descriptors that assign a single value to the entire system, one of which is the electronic chemical potential (µ)
defined as the change in the total energy of the system (E ) with respect to N within a constant external potential:

µ =

(
∂E

∂N

)
ν (r)

(6)
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N is a discontinuous variable and thus the chemical potential is often computed using a finite difference approximation
using the ionization potential (IP) and the electron affinity (EA) of the system:

µ ≈ 1
2
(IP + EA) ≈ 1

2
(εL + εH) (7)

where εL and εH are the orbital energies for the lowest unoccupied molecular orbital (LUMO) and highest occupied
molecular orbital (HOMO) respectively. The validity of this particular approximation (Koopmans theorem) [86] within
the context of Kohn-ShamDFT is still a topic of debate in the literature. [87–89] However, it remains a useful estimation
for qualitative comparison that allows for the calculation of numerical values of the chemical potential. Utilizing
Equation 7, the chemical potential can be calculated for every structure along the reaction coordinate producing a
chemical potential profile µ (ξ) . The reaction electronic flux (REF) is then defined as the continuous variation of the
chemical potential with respect to the reaction coordinate:

J (ξ) = − ∂µ
∂ξ

(8)
The REF is now a widely used descriptor of overall electronic activity in chemical systems, as shown in previous
studies. Positive J (ξ) corresponds to electronic activity that is driven by bond formation/bond strengthening, while
negative J (ξ) corresponds to electronic activity driven by bond-breaking/bond weakening processes. In this way the
REF profile can be utilized as a means of tracking modulations in electronic activity throughout a chemical reactions

2.3 | The Bond Fragility Spectrum

Hellmann–Feynman (H-F) forces [90] are of considerable pragmatic use in computational molecular science due to
their essential role in geometry optimizations, [91] molecular dynamics simulations, [92–94] and reaction search algo-
rithms. [95,96] However, recentwork has been focused on extractingmore chemical information from theH-F force. [76,97]
This motivation has historical precedence with John C. Slater describing the H-F theorem as one of "the most pow-
erful theorems applicable to molecules and solids". [98] The H-F force is defined as the negative gradient of the total
energy (E ) with respect to the motion of a single nucleus (A):

− ∂E
∂RA

= FA + Fn−nA (9)
where Fn−n

A
is the force related to internuclear repulsion while FA contains exclusively electrostatic forces on the

nucleus. Considering the second energy derivative, the internuclear repulsion term has no variation and vanishes
such that the second energy derivative only depends upon the electronic contributions to the H-F force

− ∂
2E

∂R 2
A

=
∂FA
∂RA

(10)

The gradients of the H-F force are simply a summation of elements from the Cartesian Hessian matrix, the so-called
"cumulative force constants", these form the elements of the connectivity matrix (C). [76] Diagonal elements of CAA
are produced from the trace of diagonal blocks of the molecular Hessian and are related to individual atoms,

CAA =
∂FA
∂RA

=
∂FA,x

∂RA,x
+
∂FA,y

∂RA,y
+
∂FA,z

∂RA,z
(11)
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F IGURE 4 Geometries of the stationary points of the reactions R1, R2, and R3 calculated at the
MP2/aug-cc-pVDZ level of theory. R1 and R2 are step-wise mechanisms that involve the formation of the Z-enediol
(INT1) and E-enediol (INT2) intermediates respectively. R5 represents a concerted pathway for the isomerization.

The off-diagonal elements of C describe the interactions of unique atom pairs. Consider a second atom B in the
molecule such that B , A, the off-diagonal elements CAB can be defined as the trace of an off-diagonal block of the
molecular Hessian

CAB =
∂FA
∂RB

=
∂FA,x

∂RB ,x
+
∂FA,y

∂RB ,y
+
∂FA,z

∂RB ,z
(12)

Recent work by Piotr Ordon and coworkers has utilized these properties in order to track the modification of electron
densities around atoms and bonds respectively throughout a chemical reaction. They proved that the changes to the
H-F force derivative +B,AFA throughout a chemical reaction should primarily be attributable to the modulation in
electron density in the internuclear region between atomsA and B . This derivative throughout the reaction coordinate
is termed the "bond fragility spectrum" (aAB

ξ
), if a connectivity matrix is calculated for every point along the reaction

coordinate the bond fragility spectrum can be calculated as:
aABξ = − ∂CAB

∂ξ
(13)

This represents a third derivative of the energy and can thus be thought of as ameasure of anharmonicity. Observation
of the bond fragility throughout the reaction coordinate gives rise to a spectrum-like profile that reflects the evolution
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of electron density in the bonding region. However it should be stressed that this is not limited to bonded atoms, the
definition of the H-F force gradient is general and calculated for all pairs of atoms. Extensive benchmark studies on
proton transfer reactions have shown a strong correlation between the elements of the connectivity matrix and the
Widberg bond indices, [74] thus the interpretation of the fragility spectrum can be seen as similar to analyzing bond
order derivatives.

3 | COMPUTATIONAL DETAILS

All equilibrium and transition state geometrieswere optimized usingMøller–Plessett second order perturbation theory
(MP2) with the aug-cc-pVDZ basis set using the PSI4 ab-initio quantum chemistry software. [99,100] The local minima
and first-order saddle points along the potential energy surface were confirmed using vibrational frequency calcula-
tions. Reactants and products were confirmed to have positive definite Hessian matrices, while transition states have
only a single imaginary frequency. The minimum energy path from reactants to products was determined using the
stabilized Euler intrinsic reaction coordinate procedure of Morokuma et al. [101] The energy/force profiles, as well as
structural and electronic properties were determined from single-point energy calculations on the optimized geome-
tries obtained from the IRC procedure. The energy profiles were calculated at the M06-2X/6-311++G(d,p) level of
theory. [102,103] The reaction force, reaction works, reaction electronic flux and bond fragility spectrum are all calcu-
lated using PYREX, [104] an open-source python-based toolkit for reaction force analysis developed in our research
group, which takes energy properties along a reaction coordinate and calculates the necessary numerical derivatives
and integrals using functions available in NumPy. [105]

4 | RESULTS

Figure 4 shows the stationary points along the intrinsic reaction coordinate for each of the three possible pathways of
isomerization from hydroxyacetone to 2-hydroxypropanal calculated at theMP2/aug-cc-pVDZ level. Each elementary
step in the reaction mechanism will be considered separately, such that there are two steps associated with the step-
wise mechanisms in R1 and R2, and one associated with the concerted mechanism in R3. The first step of R1 involves
the formation of the Z isomer of the shared enediol intermediate, while the second step is the isomerization of the
enediol to form 2-hydroxypropanal. The formation of the Z-enediol intermediate proceeds in initial step of R1 through
a double proton transfer (DPT) with H5 being transferred from C3 to O2 and H1 being transferred from O2 to O7.
In the second step, the Z-enediol intermediate undergoes another DPT in order to form 2-hydroxypropanal with H1
being transferred from O7 to C6 and H5 being transferred from O2 to O7. R2 begins with the formation of the E
isomer of the enediol intermediate , followed by the isomerization of the enediol to form final product. The formation
of the E-enediol in the first sttep of R2 proceeds via a single proton transfer with H5 being transferred fromC3 directly
to O7, in the second step the enediol proceeds to the final product by transferring H1 from O2 to C6. R3 involves
a single concerted reaction step that bypasses the enediol intermediate and forms 2-hydroxypropanal directly. This
process involves a DPT mechanism where H1 is shuttled from O2 to O7 and H5 is transferred from C3 to C6. The
results presented here will be partitioned into three sections, first analyzing the reaction mechanism with respect to
the reaction energies and the reaction force analysis, next we will address the synchronicity of the proton transfer
steps using the reaction force constant and the bond fragility spectrum, and finally the electronic changes throughout
each reaction will be characterized using the reaction electronic flux.
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Reaction Step ξmin ξmax ∆TS ∆E w1 w2 w3 w4

R1 R→ INT1 −1.00 1.75 2.75 70.6 44.6(63%) 26.0(37%) −34.6 −27.3
INT1→ P −1.85 0.95 2.80 59.5 26.8(45%) 32.7(55%) −22.1 −44.2

R2 R→ INT2 −0.80 0.50 1.30 66.7 41.2(62%) 24.5(38%) −12.6 −43.8
INT2→ P −0.50 0.80 1.30 65.7 52.2(79%) 13.5(21%) −26.1 −46.6

R3 R→ P −1.05 1.10 2.15 45.7 27.5(60%) 18.2(40%) −12.7 −27.9

TABLE 1 Critical points of the intrinsic reaction coordinate (ξR and ξP) and the reaction force (ξmin and ξmax) inau amu1/2. Activation energies (∆E ), reaction energies (∆E 0), and reaction works (w ) are reported in kcal mol−1. In
parenthesis, the percent contributions of w1 and w2 to the activation energy of each reaction is shown.

4.1 | Energy and Reaction Force

The critical points of the reaction force (ξmin and ξmax), activation energy barriers (∆E ), reaction energies (∆E 0)
and reaction works (w ) are shown in Table 1. The full calculated reaction force and energy profiles are included in
the Supporting Information. The calculated activation barriers show that the concerted mechanism of R3 is more
energetically favorable than the step-wise mechanisms of R1 and R2. For both step-wise pathways, the formation
of their respective enediol intermediate is the rate determining step. The first step of R1 has an activation barrier of
70.6 kcal mol−1 while the second step has a barrier of 59.5 kcal mol−1. The intial step of R2 has a similarly high barrier
of 66.7 kcal mol−1 for the formation of the E-enediol, while the second step has a slightly smaller barrier of 65.7 kcal
mol−1. The concerted mechanism in R3 has a significantly lower barrier of 45.7 kcal mol−1.

Further insight into the activation energies can be gleaned by considering its decomposition into reaction works
w1 and w2. Table 1 reports these values along with their percentage contribution to the barrier, as stated in Section
2 the reactions works of different regions correspond to unique physical interpretations withw1 related to geometric
rearrangement andw2 associatedwith electronic reordering. The amount of work attributable to electronic reordering
for the formation of both enediol intermediates are similar, with aw2 value of 26.0 kcal mol−1 for the initial step of R1
and 24.5 kcal mol−1 for R2. The w1 value for R2 is 41.2 kcal mol−1 which is lower than the 44.6 kcal mol−1 reaction
work associated with region one of R1. This suggests that there is more geometric rearrangement associated with the
formation of the Z-enediol than formation of the E-enediol, likely attributable to the DPT mechanism of R1 compared
to a single proton transfer in R3. For the concerted mechanism R3 the value for w1 is 27.5 kcal mol−1 , significantly
lower than those for R1 and R2 , while the w2 value is only slightly smaller at 18.2 kcal mol−1. This suggests that
the primary energetic advantage for the concerted mechanism comes from the decrease in structural rearrangement
when bypassing the enediol intermediate.

An interesting distinction arises in the comparison of the reaction force profile of mechanisms involving DPT
steps (R1 and R3) and those involving a single proton transfer steps (R2), specifically related to the duration of the
transition state region. This can be quantified by simply subtracting the respective critical points (ξmin and ξmax) to
get a measure of the duration (∆TS) of the region

∆TS = ξmax − ξmin (14)
These values are reported in Table 1, the DPT mechanisms all have long transition state regions with the two steps
of R1 having ∆TS values of 2.75 and 2.80 au amu1/2, and R3 having a value of 2.15 au amu1/2. The two single proton
transfer steps of R2 have significantly shorter transition state regions with ∆TS values of 1.30 au amu1/2. This is due
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F IGURE 5 Reaction force constant for the different reaction mechanisms studied. Two vertical lines are shown
that are indicative of the critical points of the reaction force (ξmin and ξmax) that separate the reaction into the
reactant region (left), transition state region (center) and product region (right).

to less bond breaking and formation events occurring, thus the accompanying transition state region is shorter in
duration relative to the reaction coordinate. Additionally, ∆TS has been used as a relative measure of synchronicity in
DPT reactions, [106] thus the higher values for R1 relative to R3 are an indicator of a greater degree of asynchronicity.
This is a point that will be explored in more detail in the next section.

4.2 | Characterizing Synchronicity: Reaction Force Constant and Fragility Spectrum

Figure 5 displays the reaction force constant profile for each of the elementary reaction steps considered. This analysis
will focus primarily on the shape of κ (ξ) within the transition state region, Figure 5 has dotted lines that correspond
to the critical points of the reaction force profile i.e. the minimum (ξmin) and maximum (ξmax) respectively. The DPT
mechanisms of R1 exhibit two distinct minima within the transition state region indicative of a highly asynchronous
double proton transfer. For R2, the κ (ξ) profile exhibits a single minimum which is characteristic of a single bond
breaking/formation event. Investigating the κ (ξ) profile for theDPTmechanism inR3wefind a different type of profile
that exists between the two extremes of fully synchronous (a single minimum) and highly asynchronous (two distinct
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mechanisms studied. Two vertical lines are shown that are indicative of the critical points of the reaction force (ξminand ξmax) that separate the reaction into the reactant region (left), transition state region (center) and product region
(right).

minima). In the transition state region the κ (ξ) profile exhibits one distinct minimum early on in the region and then a
distinct shoulder closer to the transition state. Although there is only oneminimum the process is not synchronous due
to the existence of a second inflection point, suggesting that the process is only moderately asynchronous. This means
that the two proton transfers lag somewhat behind each other but not to the extent where they can be described as
sequential.

To further investigate the synchronicity of each reaction mechanism we calculated the bond fragility spectrum
for each reaction at the MP2/aug-cc-pVDZ level of theory. The bond fragility spectrum provides a complimentary
description of bonding with negative peaks of the spectrum corresponding to bond breaking and positive peaks cor-
responding to bond formation. When the bond fragility is zero, there is no change in the bond strength, but as the
bond fragility becomes negative (positive) the bond is weakening (strengthening) until it reaches zero again where the
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bond has completely broken (formed). The "bond" fragility is general, and defined for every pair of atoms in a system
however here we only consider the bond fragility for the bonds broken/formed in the formal proton transfers. Figure
6 shows the bond fragility spectrum of all bonds involved in proton transfer for all of the reactions considered. For
the DPT mechanism in the first step of R1 the two bonds that rupture are H5-C3 and H1-O2, the fragility spectrum
shows that these bonds both begin to rupture well before the beginning of the transition state region. However, the
H1-O2 bond takes much longer to break completely. At the transition state (ξ = 0) the H5-C3 bond is completely
broken (aξ = 0) while the H1-O2 bond is still weakening. As for bond formation, the H5-O2 bond reaches a peak in the
fragility spectrum and does most of its formation in the transition state region, while the H1-O7 bond reaches its peak
and forms in the product region. It is clear from this analysis of the fragility spectrum that R1 is a highly asynchronous
process, in accordance with the reaction force constant data. Similar highly asynchronous behavior is observed in the
fragility spectrum of the second step of R1. The H1-O7 bond begins to break well before the transition state region,
while the rupturing of the H5-O2 bond occurs almost exclusively in the transition state region. For bond formation,
the H1-C6 bond forms early in the transition state region, while the H5-O7 bond forms later in the region and extends
into the product region.

For each elementary step of R2 only a single proton transfer event occurs and thus only one bond is broken and
one bond is formed. Two general features are of note here: (1) In each case the rupturing bond reaches a minimum in
its fragility spectrum at the force minimum and the forming bond reaches a maximum at the force maximum. (2) The
magnitude of changes in O-H bonds are higher in magnitude than changes in C-H bonds, this is consistent to previous
data from Piotr Ordon and coworkers when studying the isomerization in the HCOSH molecule. [74]

The DPT mechanism in R3, while still asynchronous in nature, shows more synchronicity than the DPT steps
of R1. The two bonds that rupture in the process (H1-O2 and H5-C3) both begin weakening before the transition
state region at around ξ = 2.5 and both are completely broken by the end of the transition state region. Despite the
difference in magnitude, the bond breaking processes take place over a similar duration. The bond formation is still
fairly asynchronous, with theH1-O7 bond primarily forming in the transition state region and theH5-C6 bond forming
in the product region. Given the relatively synchronous nature of the breaking bonds and asynchronous nature of the
forming bonds, this agrees with the reaction force constant characterization of the reaction as mildly asynchronous.

4.3 | Reaction Electronic Flux

In an effort to investigate the electronic changes throughout each reaction, the electronic chemical potential and
reaction electronic flux (REF) were calculated, their profiles are shown in Figure 7. One characteristic of the µ (ξ)
and J (ξ) profiles that is common for all of the reactions, is that the largest changes to the chemical potential occur
inside the transition state region. However, there are non-negligible changes that occur outside of the region as well.
When comparing the step-wise mechanisms (R1 and R2) to the concerted mechanism (R3), it is clear that magnitude
of the flux is significantly smaller. The minimum and maximum values for J (ξ) for R3 are on the order of ±5-10 kcal
mol−1ξ−1, while all other reactions have flux min/max of about ±20 kcal mol−1ξ−1. This is associated with less change
in the chemical potential throughout the reaction. Analogous to thermodynamics, J (ξ) < 0 can be interpreted as
non-spontaneous contributions to the flux. The steps associated with the formation of the enediol intermediates in
R1 and R2 have large non-spontaneous REF peaks in the TS region with a minimum of −19.0 kcal mol−1ξ−1 and −21.8
kcal mol−1ξ−1 respectively while R3 is significantly smaller at −9.0 kcal mol−1ξ−1. This can be explained by the nature
of the proton transfer, the initial step of R1 and R2 involve C→ O proton transfer which transfers electrons from a
region of low electron density to a region of high electron density. Meanwhile the concerted proton transfer in R3
involved O→ O and C→ C proton transfer, resulting in less modulation in the REF profile.
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F IGURE 7 Chemical potentials (dark blue line) and reaction electronic flux (REF) profiles (red line) for the
different reaction mechanisms studied. Two vertical lines are shown that are indicative of the critical points of the
reaction force (ξmin and ξmax) that separate the reaction into the reactant region (left), transition state region (center)
and product region (right).

For the analysis of the REF profiles, it is instructive to begin with R2, since only one bond is being broken it
is easier to ascribe peaks to a single bond-breaking or formation chemical event. Starting with the C to O proton
transfer in the first step, there is zero flux until about ξ = −2.0 where there is a small spontaneous electronic activity
(J (ξ) > 0) that can be associated with bond strengthening/formation. The peak is relatively small at +9.2 kcal mol−1
ξ−1, this can be attributed to early noncovalent electrostatic/polarization interactions between H5 and O7. This is
reinforced by the bond fragility spectrum for the first step of R2 shown in Figure 6, before the TS region there are
small positive contributions to the H5-O7 fragility spectrum on the order of 5-20 kcal mol−1 in the range ξ = −2.30 to
ξ = −1.50 which coincides well with this feature in the REF profile. Right at the start of the transition state region, we
see significant non-spontaneous activity (J (ξ) < 0) which shows that the weakening/breaking of the C3-H5 bond is
driving the flux in the TS region with potentially minor contributions from the weakening of the C3-C6 bond as well.
This peak is much greater in magnitude at −21.6 kcal mol−1 ξ−1 which is more indicative of the breaking of a chemical
bond. The mechanism in the second step is associated with an O to C proton transfer, the REF profile in the TS region
is driven by bond formation which suggests that the formation of the H1-C6 bond is driving the reaction.
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The REF profile for R1 begins with a small spontaneous peak in the reactant region, similar to R2we can attribute

this to the hydrogen bonding interaction prior to bond breaking/formation. Bond breaking is clearly driving the flux in
the transition state region, this makes sense when consulting the bond fragility spectrum in Figure 6 the H5-C3 bond
and H1-O2 bond are both breaking in the transition state region while the H5-O2 bond is only beginning to form. The
last major feature of the REF profile is a small non-spontaneous peak in the product region. This is likely associated
with the weakening of the C6-O7 bond following the transfer of the hydrogen. The REF profile for the second step is
primarily driven by a large spontaneous flux in the transition state region. Again consulting the bond fragility spectrum
in Figure 6 we see that most of the bond formation of H1-C6 and H5-O7 takes place in the transition state region
leading to the large spontaneous flux. For the REF profile for R3we see a small non-spontaneous flux in the transition
state region and a small consistent spontaneous flux around the force maximum. This correlates well with the bond
fragilities in Figure 6, the non-spontaneous flux is in the region where the H1-O2 and H5-C3 bonds are both breaking.
Both bonds are broken right around the force maximum, which is where we see the large spontaneous peak in the
flux which can be attributed primarily to the formation of the H5-C6 bond with some contributions from the H1-O7
bond formation. This correlation between the fragility spectra and REF profiles provides unique insight and specificity
into the electronic changes that occur throughout a chemical reaction.

5 | CONCLUSION

In this work, we have characterized the isomerization of hydroxyacetone to 2-hydroxypropanal by studying the ener-
gies, reaction force/force constant, fragility spectrum, and reaction electronic flux. The isomerization has been studied
by considering three unique pathways, two step-wise mechanisms that proceed through enediol intermediates as well
as a concerted pathway that proceeds through a direct double proton transfer. The step-wise processes show pro-
hibitively high activation energy barriers at 70.6 and 66.7 kcal mol−1 respectively for the formation of each enediol
intermediate. Conversely the concerted pathway is energetically more favorable with a barrier of 45.7 kcal mol−1.
Reaction force analysis concludes that this favorable barrier is primarily due to unfavorable structural rearrangement
necessary to form the enediol intermediate in the step-wise mechanisms. The work done in region 1 (w1) for the
step-wise processes were approximately 14-18 kcal mol−1 higher than the concerted pathway.

The synchronicity of each elementary reaction stepwas considered by investigation of the reaction force constant.
The reaction force constant for the double proton transfer steps in R1 show clear asynchronous behavior in the fine
structure of the transition state region. The concerted double proton transfer in R3 exhibits slightly asynchronous
behavior with a clear minimum and a shoulder in the transition state region. This was further investigated by using the
bond fragility spectrum, which describes the sequence of bond formation and breaking throughout the isomerization.
Tracking the bond evolution through the bond fragility spectrum corroborates the conclusion from the reaction force
constant studies and shows highly asynchronous behavior for R1 and mildly asynchronous bond evolution for R3.

Finally, the electronic changes throughout the isomerization are investigated using the reaction electronic flux
(REF). The most significant changes in the REF profile occur in the transition state region of each reaction step with
the exception of a few peaks that are associated with small non-covalent electrostatic/polarization interactions of the
proton with the electronegative oxygen atoms. Correlating this data with the bond fragility spectrum also sheds new
insight into the bonding contributions to each REF peak. A general trend that is consistent to each mechanism is that
larger changes to the REF are associated with breaking/forming C-H bonds than O-H bonds.
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