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ABSTRACT

Despite  the  relevance  of  properly  setting  ionic  concentrations  in  Molecular  Dynamics  (MD)
simulations, methods or practical rules to set ionic strength are scarce and rarely documented. Based on
a  recently  proposed thermodynamics  method  we provide  an  accurate  rule  of  thumb to  define  the
electrolytic content in simulation boxes. Extending the use of good practices in setting up MD systems
is promptly needed to ensure reproducibility and consistency in molecular simulations.
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TEXT BODY

The correct description of molecular features is of major concern to properly study biological systems
by  Molecular  Dynamics  (MD)  simulations.  The  aqueous  solvent  plays  a  relevant  role  in  the
hydrophobic/hydrophilic  balance,  which  determines  the  aggregation  properties  leading  to  protein
folding,  ligand binding,  membrane formation and other  large-scale  phase separation phenomena in
nucleus and cytosol 1,2. The increasing computational power is permitting realistic simulations in terms
of ionic and molecular species,  time scales and replicas that increase the robustness of predictions
granting  direct  comparison  against  state-of-the-art  experimental  techniques.  Concomitantly,  it  is
helping  to  point  out  methodological  limitations.  Clearly,  the  correct  representation  of  the  aqueous
solvent is of paramount importance in MD 3. The very nature of the chosen water model impacts the
observed dynamics in intrinsically disordered proteins and protein folding simulations  4,5.  Even the
amount of water used in simulation boxes may affect the protein dynamics by preventing the correct
representation of bulk properties 6. Surprisingly, the accurate description of the electrolytic environment
has received much less attention in the literature, being poorly documented in most methodological
sections of scientific publications. Indeed, there are no clear standards for simple issues as how to
calculate  the  proper  amount  of  ions  to  add  in  computational  boxes.  Roughly,  in  million  atoms
simulations of viral particles and huge macromolecular complexes, which are becoming frequent in the
literature  7,  the  physiological  salt  concentration  may  exceed  2000  ionic  pairs in  the  box.  Precise
documentation or standards to correctly and systematically calculate such quantities are clearly not
negligible matters. Recently, Schmit et al. showed that the most commonly used method for adding salt
to simulation results in a sensible overestimation of the effective salt concentration 8. Here we explore
the limits of this approximation and test it on a comprehensive and non-redundant data set of proteins
including over 20% of structures reported in the Protein Data Bank (PDB) to provide a rule of thumb
valid for the vast majority of molecular systems.

Because  of  widely  used  periodic  boundary  conditions  and  algorithms  for  calculating  long-range
interactions as the popular Particle Mesh Ewald (PME) approach 9,10, electrically neutral systems are
mandatory  11,12. This can be achieved by adding a uniform background charge density (the default in
many MD engines), also known as the uniform neutralizing plasma method 13, or by complementing the
solution with explicit counterions. As mentioned by Schmit et al.  8, the two most frequent ways of
adding ions are the counterion-neutralization and the add-then-neutralize (AN) methods.  While the
former strategy does not consider the presence of salt, the later adds an excess of counterions to the
system, which may result in an increase of the effective salt concentration. This effect is more marked
in  highly  charged systems like  oligomeric  complexes  (e.g.  viral  particles  14),  polyelectrolytes,  etc.
Schmit et al.  8 introduced the method screening layer tally by container average potential (SLTCAP)
derived from statistical  mechanics as a valid  solution to the AN issue.  According to SLTCAP, the
effective number of positive/negative monovalent ions to be added into the computational box (N±) is
given by:
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N±=vw c0 e
∓Arcsinh( Q

2 vw c0
) (1)

Where vw is the water volume of the simulation box in reduced units, c0 is the desired salt concentration
and Q is the total charge of the solute in electron units.

Important  assumptions behind the SLTCAP model are:  i)  The solute is  at  infinite dilution; ii)  The
system is at equilibrium with a large enough reservoir of ions and solvent in the bulk; iii) The salt is a
pair of monovalent ions; iv) Ions do not have specific interactions with each other or with the solute;
and v) The solvent volume remains the same upon addition of ions.

Although using finite simulation boxes with a fixed number of particles may limit the reproduction of
macroscopic  salt  concentrations  15,  the  SLTCAP method  still  constitutes  a  major  improvement  in
standard MD simulations, which comes at no computational cost. Moreover, as SLTCAP is a model-
independent approach using models of ions and solutes that correctly describe the osmotic pressure
may further improve the description of the electrolytic effects 16–19.

Because of mathematical convenience we simplify Eq. 1 by noticing that  N0 =  vwc0 is the number of
ions at a given salt concentration and solvent volume in a pure solution (without solute). Using the
property Arcsinh(-z) = - Arcsinh(z) and the definition Arcsinh(z) = ln(z+ (1+z2)1/2), we can write:

N±=N0 e
ln((∓Q

2 N 0
)+√1+(∓Q

2 N 0
)

2

) (2)

which is equivalent to:

N±=N0 √1+(
Q

2N0
)

2

∓ Q
2

(3)

Despite Eq. 1 and 3 are equivalent, the latter is more convenient for further interpretations. The first
term is always positive regardless of the charge of the solute and can be interpreted as a correction to
N0, while the second is a constant depending on the solute’s charge. The sign of Q determines whether
ions are added or subtracted. Assuming a water density (w) of 1000 g/L at 298 K and a molecular
weight (Mw) of 18 g/mol, N0 can be easily calculated from the number of added water molecules to the
simulation box by:

N0=
Nw M w c0

ρw
~

Nw c0

56
(4)

Where Nw is the number of water molecules, c0 is the salt concentration in Molar units and 1/56 is the
conversion factor.  Eq. 4 renders the best  N0 estimation against MD simulations using sophisticated
osmostats 15.

We then analyze the limits of Eq. 3 in terms of N0 and Q. If N0 >> Q, because the salt concentration is
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high or the system volume (simulation box) is big enough, then Eq. 3 may be approximated by:

N± ~ N0∓
Q
2

(5)

We call Eq. 5 the SPLIT method, because it implies equally redistributing the charge excess of the
solute  between the  ionic  species.  Notice  that  N0 does  not  have  to  be  very  large  to  fulfill  such  a
condition. Indeed, the difference between SLTCAP (Eq. 3) and SPLIT (Eq. 5) for values of N0 larger
than  2*Q is  less  than  1% (Figure  1A).  If  N0 ~  Q, then  in  practical  terms  SLTCAP may  also  be
approximated by SPLIT with an error of ~ 7%, i.e. comparable with intrinsic rounding effects of adding
an integer number of ions. In this regard, we recommend rounding up fractional results of SPLIT. In the
limit  of  application,  if  N0 ~  Q/2,  then  the  difference  between  SLTCAP and  SPLIT  is  ~  17%,
compromising the validity of the later approximation. Notice that, if Q >> N0, because of high charged
solutes and/or very low salt concentrations, then both SLTCAP and AN approach the counterion-only
result.

Importantly, previous observations are valid regardless of the actual volume of the system. We next
analyze the application range of SPLIT in common setups for MD simulation of biological systems. To
do that, a representative subset of structures from the PDB is chosen according to the following criteria:
the  main  set  of  selected  structures  contain  proteins  but  not  nucleic  acids,  have  a  sequence  length
between 20 and 1000 residues, do not have modified residues, share less than 90% of sequence identity
and are solved by X-Ray diffraction. Additionally, non-redundant protein-DNA/RNA complexes were
taken from the manually curated Protein-DNA Interface Database (PDIdb, http://melolab.org/pdidb) 20

and the Nucleic Acid Database (NDB, http://ndbserver.rutgers.edu) 21. Biological assemblies from the
selected  set  of  ~34000  entries  are first  processed  to  add  missing  atoms  and  remove  alternative
conformations,  ligands,  ions  and  crystallographic  waters.  Curated  structures  are  then  solvated  in
standard octahedral boxes that extend up to 1.2 nm from the solute. All the procedure is done by the
LEAP utility of AMBER Tools 22. Only Lysine, Arginine, Aspartic and Glutamic acids are considered in
their charged state. For nucleic acids, only their phosphates are used to assign the charge. Raw data and
scripts to generate it are available as supporting information.
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Figure 1. A) Calculated number of salt ions needed to neutralize the system and achieve a bulk concentration of 0.15 M in
a solvent volume of 221 nm3 (~ 7400 water molecules at room temperature) according to the solute charge. B) Distribution
of absolute macromolecule charges in a representative PDB data set of ~34000 structures. C) Estimated ions and charge
ratio from a PDB data set at a salt concentration of 0.15 M. D) Proportion of  N0/Q ratios from panel C. Intervals are
expressed  in  mathematical  notation for  simplicity.  Neutral  systems (Q = 0)  are  included.  E) Percentage  of  correctly
described systems from the PDB data set by SPLIT (N0/Q ≥ 1) against those requiring SLTCAP (N0/Q < 1) as a function of
salt concentration. 

We first notice from the data set distribution that 80% of the systems have charge lower than +/-20 e
(Figure 1B). Monomeric proteins of charge greater than +/-20 e are rare in the PDB (~5%), such high
charge magnitudes are more frequent in oligomeric proteins (~26%) and protein-DNA/RNA complexes
(~43%). However, we expect oligomeric complexes to be larger than monomeric proteins, requiring
bigger computational boxes and hence more electrolytes and co-ions which ends up compensating for
high solute charges. Taking together the data reported in Figures 1A and B,  we speculate that most
structures should belong to systems with an N0/Q ratio larger than 1. This hypothesis is confirmed by
computing Eq. 4 at  c0 = 0.15 M from the actual solvation box of each system (Figure 1C). Indeed, a
detailed analysis of the  N0/Q distribution shows that ratios above 2 correspond to the vast majority,
while  ratios  below  1  are  quite  rare  (Figure  1D).  Moreover,  only  ~5% of  the  protein-DNA/RNA
complexes were outside the range of application of SPLIT. Notice that there is also ~5% of neutral
structures,  which  don’t  require  neutralization.  As  the  most  populated  systems  gather  around  200
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residues and N0/Q ratios of ~3 (Figure 1C), it is important to evaluate the dependence of these results as
a  function  of  the  salt  concentration. Figure  1E  shows  the  percentage  of  correctly  described  PDB
structures from the data set  by SPLIT (N0/Q ≥ 1) against  those requiring SLTCAP (N0/Q < 1) for
different  salt  concentrations  keeping the  same simulation  box.  In  this  scenario,  up to  50% of  the
systems at ~ 0.03 M of salt can be described by the simple SPLIT method, proving a wide range of
applications. Although this analysis includes nearly 1700 protein-DNA/RNA complexes, naked nucleic
acids (or other strong polyelectrolytes), present higher charge densities than proteins. This feature may
place them in a more susceptible region of the N0/Q ratio. For example, solvating the famous 12-mer B-
form DNA of Drew-Dickerson (PDB id. 1BNA 23) under the previous condition, renders N0/Q = 0.8 for
a salt concentration of 0.15 M. However, increasing the box side to 0.15 nm shifts the ratio to 1.1,
which is within the application range of SPLIT. It is important to keep in mind that nucleic acids are
most  often  bound  to  divalent  (metallic)  ions  that  are  not  to  be  confused  with  the  monovalent
electrolytes  considered  here.  Metallic  ions  often  work  as  cofactors  of  nucleic  acids  shaping  the
structure/function and decreasing the effective charge density of these molecules. Hence, although box
sizes and degree of packing of solutes may condition the applicability of SPLIT, these systems should
be considered with special care.

As a final analysis, we compare the use of AN, SLTCAP or SPLIT to simulate two small proteins of
high charge. Granulysin (PDB id. 1L9L 24) is a protein of 74 residues with a net charge of +11 e and a
radius of ~12 nm, which has antimicrobial  effects by creating holes in target cell membranes.  The
capsid protein of the Japanese Encephalitis virus (JEV capsid, PDB id. 5OW2 25) is a dimer of 146 total
residues with a net charge of +20 e and a radius of ~1.5 nm, which helps to wrap and stabilize the viral
genome. Systems are prepared as described before and resulting simulation boxes are detailed in Table
1. The AMBER 14SB force field 26 is used in combination with the TIP3P water model 27 and the Joung
and Cheatham parameters for Na+ and Cl- ions  28. Systems are minimized and then equilibrated in
NVT by first restraining protein’s heavy atoms for 1 ns and then Ca atoms for 4 ns with force constants
of 2092 kJ mol-1 nm-2. Five replicates of 100 ns in NPT are simulated with the AMBER GPU code 29.
While three replicates of 30 ns in semigrand canonical ensemble applying an osmostat are simulated
with  the  OpenMM  GPU  code  30 by  following  protocols  described  in  ref.  15.  All  simulations  are
performed at 300 K and 1 bar by using the Langevin Thermostat 31 and a Monte Carlo Barostat. A 2 fs
time step is used by applying constraints to Hydrogen atoms 32,33. A cut-off of 0.1 nm is used for non-
bonded interactions,  while  long-range electrostatics  are  considered by PME. The detailed protocol
including input flags and scripts is available as supporting information.

At macroscopic salt concentrations of 0.10 M and 0.15 M, the N0/Q ratio equals 1 for Granulysin and
JEV capsid, respectively (Table 1). In these scenarios, the number of estimated ions by SPLIT and
SLTCAP are still very similar and close to the average value obtained by simulations using an osmostat
(Figure 2A). As the salt concentration increases, the similarity between results of SLTCAP and SPLIT
does it  too. On the other hand, the AN approach overestimates the ion amounts,  as it was already
observed by Schmit et al.  8. This issue is more pronounced in JEV capsid due to its higher charge,
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leading to values away from the osmostat distribution. The same general behavior is observed within
the explored salt ranges for both systems. Overall, AN estimates an effective salt concentration of about
0.05 M and 0.08 M larger than SPLIT/SLTCAP for Granulysin and JEV capsid, respectively.  This
effect has a consequence on the local electrolytic environment around the solutes, which is observed by
the increased concentration of both ionic species within 1 nm from the protein (Figure 2B). The same is
observed in the occupancy of ions nearby charged residues of the proteins (Figure 2C).

Table 1. Details of simulated system.

System Q (e) Nw [NaCl] (M) aN0 AN bSPLIT SLTCAP

Granulysin +11 6071 0 11 (Cl-) - - -

0.10 11 11 (Na+), 22 (Cl-) 6 (Na+), 17 (Cl-) 7 (Na+), 18 (Cl-)

0.15 16 16 (Na+), 27 (Cl-) 11 (Na+), 22 (Cl-) 11 (Na+), 22 (Cl-)

0.20 22 22 (Na+), 33 (Cl-) 17 (Na+), 28 (Cl-) 17 (Na+), 28 (Cl-)

JEV capsid +20 7419 0 20 (Cl-) - - -

0.15 20 20 (Na+), 40 (Cl-) 10 (Na+), 30 (Cl-) 12 (Na+), 32 (Cl-)

0.20 26 26 (Na+), 46 (Cl-) 16 (Na+), 36 (Cl-) 18 (Na+), 38 (Cl-)

0.25 33 33 (Na+), 53 (Cl-) 23 (Na+), 43 (Cl-) 24 (Na+), 44 (Cl-)
a Calculated from Eq. 4.
b Calculated from Eq. 5. Fractional numbers are rounded up.

In conclusion, for most standard setups in proteins and other biological systems, the simple strategy of
splitting the charge excess of the solute in equal parts between both electrolytic species is a very good
and  trivial  approximation  to  SLTCAP.  In  that  respect,  either  AN or  SPLIT can  be  considered  as
particular  cases  of  SLTCAP formulation.  In  practice,  SPLIT can  be  safely  applied  to  any  system
whenever N0/Q ≥ 1. Interestingly, the application of SPLIT or SLTCAP may not be limited to all-atom
simulation but extended to coarse-grained models, even though they lump several water molecules into
one or few effective interaction beads. In the particular case of the SIRAH force field developed by us
34, each water model (named WT4) represents 11 atomistic water molecules at the same density 35. To
apply  either  method,  it  is  just  enough to  correct  Eq.  4  by  the  actual  mass  of  WT4 to  give  N0 ~
NWT4*c0/5.

Finally, we would like to stress the fact that adopting this kind of simple and practical rules by the
Biocomputing  community  should  redound  in  increasing  consistency  and  reproducibility  of  MD
simulations. This is in line with initiatives oriented to maximize the effectiveness of the computational
efforts  carried  out  worldwide,  aimed  at  facilitating  the  analysis  and  re-use  data  for  research
(https://www.eosc-portal.eu) 36,37.
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Figure 2. Representation of macroscopic salt concentrations with different neutralizing strategies. Results are shown for
Granulysin  (left  panels)  and  JEV capsid  (right  panels).  A)  Number  of  ions  in  the  computational  box  during  MD
simulations with an osmostat. Expected values for AN, SLTCAP and SPLIT are shown. B) Radial ion molarity from the
protein’s center. C) Volumetric occupancy of ions at 0.15 M during MD simulations using AN (transparent surfaces) or
SPLIT (solid surfaces) setups as calculated with the VolMap plugin of VMD 38. Surfaces are plotted at isovalues of 0.007.
Basic and acidic residues are represented as blue or red balls and sticks respectively.
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