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Abstract
SO2 has been proposed in solar geoengineering as a
precursor of H2SO4 aerosol, a cooling agent active
in the stratosphere to contrast climate change. Atmo-
spheric ionization sources can ionize SO2 into excited
states of SO·+

2 , quickly reacting with trace gases in
the stratosphere. In this work we explore the reaction
of H2(D2) with SO·+

2 excited by tunable synchrotron
radiation, leading to HSO·+

2 +H (DSO·+
2 +D), where

H contributes to O3 depletion. Density Functional
Theory and Variational Transition State Theory have
been used to investigate the dynamics of the title re-
action, which is barrierless and exothermic. The
present results suggest that solar geoengineering mod-
els should test the reactivity of SO·+

2 with major trace
gases in the stratosphere, such as H2 and H2O, since
these are relevant channels for the OH · formation
during the nighttime when there is not OH · produc-
tion by sunlight. OH · oxides SO2, starting the chem-
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ical reactions leading to H2SO4 aerosol.

Introduction
Technologies that aim to cool the planet by par-
tially reflecting sunlight away from Earth back into
space are the core of the solar geoengineering [1–5].
These technologies, which aim to manipulate the at-
mosphere to fight climate change, have triggered an
active discussion [6–9] even at the level of the high-
est international institutions, such as the United Na-
tions Environment Assembly [10,11]. The goal of solar
geoengineering is to artificially reduce global tem-
peratures by sunlight-reflecting particles generated
in the atmosphere mainly by sulfur dioxide, which
would be injected in the stratosphere to contrast
global climate warming [8]. The idea is that this strat-
egy should mimic the effects of the natural emis-
sion of sulfur dioxide by volcanic eruption. Never-
theless, several worries have been raised about the
long-term consequences of these technologies on the
ozone-layer [7], on the unbalances of the water cycle,
i.e. droughts and/or floods [12], or even on the biodi-
versity threats [13]. Up to now, almost only theoreti-
cal models have been used to predict the right amount
of the cooling agent necessary to produce a climate
cooling without a severe irreversible alteration of the
global climate [6]. The present models take into ac-
count several neutral molecules, their thermal reac-
tions and photoinduced dissociation [14]. However,
ion-molecule reactions may also play a relevant role in
the chemical transformation of several species since,
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especially in the stratosphere, ionizing radiation are
not negligible and much effort has been paid to de-
termine the amount and nature of these radiation
produced by cosmic rays and space weather events in
the atmosphere [15–20]. Typical average values of the
neutral/ion ratio during daytime at mid-latitudes in
the stratosphere is about 1012, and it is independent
by the type of molecular species because cosmic rays
ionize all neutral molecules in the stratosphere with
a similar efficiency [19]. This low ion/neutral ratio
can be counterbalanced by the fact that ion-molecule
reactions are generally much faster then the neutral-
neutral reactions (i.e. the neutral chemistry involved
in the conversion of SO2 into H2SO4 takes approx-
imately 30 days [21]), and can heavily alter the total
budget of important molecular species in the atmo-
sphere. Hence, reactions involving the radical cation
SO·+

2 , which can be produced in the stratosphere by
ionizing radiation, should be considered in the chem-
istry models used when evaluating the climate im-
pact of solar geoengineering involving sulfur dioxide
as aerosol precursor. The role of the ionizing radia-
tion on the SO2 geoengineering release in the strato-
sphere should be deeply considered also in view of the
fact that during natural volcanic emission of sulfur
dioxide large amount of particulates are also emitted.
These can largely absorb the ionizing radiation, and
thus reduce the natural production of SO·+

2 . This
radiation “shield” effect obviously will not act when
only gaseous SO2 is injected by balloons or aircrafts
to artificially produce aerosol particulates. This as-
pect should be considered when comparison between
sulfur dioxide volcanic and geoengineering emission
are discussed as similar processes.

Moreover, the non-thermal conditions, under
which the ion-molecule reactions in the stratosphere
can occur, should be also taken into account. The
ionizing radiation produces highly excited ions, which
slowly thermalize with the surrounding molecular
species in equilibrium at temperatures between 200K
and 250K depending on the altitude of the strato-
sphere [22–25]. These non-thermal effects are gener-
ally amplified for reactions between hot molecular
ions and rigid neutral species with high vibrational
frequencies [26,27]. Hence, we have explored the re-
action between the radical cation SO·+

2 and the H2

molecule (eq 1), a major trace gas in the stratosphere
(about 0.5 ppmv [28]) with almost constant concentra-
tion with the altitude.

This work follows recent studies on ion-molecule
reactions [29–32], and on the dynamic of the Hydrogen
Atom Transfer (HAT) reaction of sulfur dioxide rad-
ical cation SO·+

2 with methane and water leading to
HSO+

2 ions [33] and CH3 or OH, which is a relevant
oxidant in the environmental chemistry [34]. The ionic
product of these reactions, HSO+

2 has been detected
in the terrestrial stratosphere with other sulfur ox-
ides protonated species [35] and reacts with water via
proton transfer [33]. The title reaction (eq 1) has been
studied experimentally using tunable synchrotron ra-
diation to produce SO·+

2 in the excited ro-vibrational
levels of the ionic ground state [33]:

SO·+
2 +H2 → HSO+

2 +H (1)

In the stratosphere one of main chemical process
involving H (eq 1) is the reaction with ozone leading
to molecular oxygen and hydroxyl radical:

H +O3 → O2 +OH (2)

Eq 2 has a rate coefficient of 2.89 · 10−11 cm3

molecule−1 s −1 [14], and it is both a chemical route
for the destruction of ozone and a source of OH. Eq
1, together with the efficient reaction of SO·+

2 with
water [33], is a nighttime alternative pathway to the
sunlight formation of OH [14]. The latter can oxidize
SO2, and trigger the chemical reactions network lead-
ing to the formation of H2SO4 aerosol in the strato-
sphere, which in turn could modify the expected size
distribution of the particulates with consequences on
the global expected cooling effects. It is noteworthy
that another largely studied oxidant species in the
troposphere are the Criegee Intermediates (CI) [36].
However, in the stratosphere the role of the CI in
the oxidation chemistry is not so relevant due to the
hereby low concentration of organic compounds, and
to the low pressures that hinder the stabilization of
the CI [37].

The experiments performed in this work have been
supported by a theoretical exploration of the reac-
tion dynamics on the potential energy surface with
Density Functional Theory (DFT) and Variational
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Transition State Theory (VTST) [38,39]. The spin
and charge effects, as well as ionization energy (IE),
polarizability, binding energy, radical stability and
ro-vibrational degrees of freedom along the reaction
path, have been also considered to explain the dy-
namics behavior of the reaction. The same study
has been repeated with the D2 molecule, and a com-
parison with the reaction of SO·+

2 with water and
methane, as well as other previous ion-molecule reac-
tion studies of SO·+

2 and CH ·+
4 with hydrogen, has

been carried out [33,40,41,26]. All along the manuscript
the radical symbol in SO·+

2 has been omitted for the
sake of simplicity.

Results and Discussion
Synchrotron Experiments

The measurements were carried out at the “Circu-
lar Polarization” beamline (CiPo) of ELETTRA syn-
chrotron (Trieste, Italy) [42] with the setup operated
at the room temperature and described in the ex-
perimental section. The SO+

2 ions were obtained at
low pressure (about 10−6 mbar) from the ionization
of an effusive molecular beam of SO2 by monochro-
matic synchrotron radiation tuned in the photon en-
ergy range 12.4-15.0 eV. The SO+

2 thus can be pro-
duced in the groundX2A1 state (IE=12.349 eV) or in
the two excited electronic states: the 2B2 (12.988 eV)
and 2A2 (13.338 eV) ones, very close in energy [43,44].
However, as already well established [33], the electron-
ically excited states of SO+

2 ion decay to excited ro-
vibrational states of the ground electronic state on
a nanosecond timescale before the reaction with the
neutral (H2/D2) occurs (timescale fraction of ms). In
this way the reacting SO+

2 ions are “hot”, with an in-
ternal energy increasing as the photoionizing energy
is increased, and it is not in thermal equilibrium with
the environment at room temperature. Moreover, the
mass spectra acquired in the photon energy range
12.4-15.0 show that the SO+

2 ions do not dissociate,
as also demonstrated by photoelectron-photoion co-
incidence (PEPICO) measurements [33,45], and no re-
action with the residual water in the octupole (base
pressure about 10−7 mbar) was observed. The SO+

2

ions were guided in the reaction zone (octupole) at

Figure 1: Mass spectra recorded at the photon energy
14.0 eV, nominal CE=0.0 eV and P = 5.1 · 10−5 and
8.0 · 10−5 mbar for the reaction with H2 (black line)
and D2 (red line), respectively.

the nominal Collision Energy (CE) of 0.0 eV with an
estimated energy spread of 0.1 eV. Neutral gasH2/D2

was introduced in the octupole at the room temper-
ature via a controlled needle valve at the pressure of
about 10−5 mbar. The experiments were performed
at different photon energy, pressure and CE by chang-
ing one parameter at the time. The ion yields of the
ionic reagent and products were recorded and their
ratio was analyzed. The mass spectra acquired at the
photon energy 14.0 eV for the ion-molecule reaction
between SO+

2 and H2/D2 are shown in Figure 1.
The mass spectra were acquired at the pressure of

5.1 · 10−5 and 8.0 · 10−5 mbar for neutral H2 and
D2, respectively. In the case of the H2 as reagent
(black line in Figure 1), a peak at m/z 65 (HSO+

2 )
is observed with a signal of about 11% relative to
the most intense peak SO+

2 m/z 64. In the case of
reaction with deuterium (red line in Figure 1) a peak
at m/z 66 (DSO+

2 ) is observed with an intensity of
about 8% of the most intense peak SO+

2 at m/z 64
(see experimental section).

In Figure 2a the mass spectra of the SO+
2 + H2

reaction, acquired at the photon energy of 14.0 eV
and as a function of the H2 pressure are shown. The
peaks intensity of the ions at m/z 65 is normalized
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Figure 2: a) The mass spectrum in the region of
62<m/z<68 acquired at the photon energy 14.0 eV,
nominal CE=0.0 eV and pressures of H2: 1.1 · 10−5

mbar (black line),2.6 ·10−5 mbar (red line), 5.1 ·10−5

(green line); 7.0·10−5 (blue) and 8.3·10−5 (light blue)
mbar. The intensities are normalized to the one of
the reagent ion. SO2 pressure in the ion source was
4.4 · 10−6 mbar; b) HSO+

2 /SO
+
2 ratio as a function

of the H2 pressure.

with respect to the SO+
2 peak at m/z 64. As ex-

pected an increase of m/z 65 signal is observed rela-
tive to all other peaks when the pressure varies from
1.1 · 10−5 to 8.3 · 10−5 mbar. The trend of the ion
intensity ratio (HSO+

2 /SO
+
2 ) vs nominal pressure of

H2 (Figure 2b) demonstrates that the HSO+
2 is pro-

duced by reaction (1). Afterwards, the yields of SO+
2

and H(D)SO+
2 ions were acquired at fixed pressures

of the neutral H2/D2 and at the nominal CE=0.0
eV varying the photon energy from 12.4 to 15.0 eV.

Figure 3: H(D)SO+
2 /SO

+
2 ratio as a function of pho-

ton energy in the reaction of SO+
2 with H2 (black

line) and D2 (red line) at the fixed pressure of neu-
trals of 8.3 · 10−5 mbar and nominal CE=0.0 eV

The ratio H(D)SO+
2 /SO

+
2 for both reactions at the

nominal fixed pressure of about 8.3 · 10−5 mbar as a
function of photon energy is reported in Figure 3.

The results clearly show that as the internal en-
ergy of SO+

2 increases the ratio H(D)SO+
2 /SO

+
2 de-

creases. The observed isotopic effect demonstrates
the main leading role of hydrogen in the reaction co-
ordinate. Furthermore, the ratio HSO+

2 /SO
+
2 de-

creases at increasing nominal CE from 0.0 to 1.2 eV
at fixed photon energy (Figure S1 in SI).

Thermochemical literature data of reactants and
products of reaction (1) show that the HAT reaction
is exothermic by 75.0 kJ/mol [46]. The literature data
on experimental rate coefficients are referred to differ-
ent experimental mass spectrometric techniques: in
Selected Ion Flow Tube Mass Spectrometry (SIFT-
MS) experiments the values of 4.2 · 10−12 ± 20%
and 5.0 · 10−12 ± 20% cm3molecule−1s−1 were ob-
tained [40,41] at 300 K, while a value of 1.7·10−11±40%
cm3molecule−1s−1 was measured from the Fourier
Transform Ion Cyclotron Resonance (FT-ICR) exper-
iments at 298 K [47]. Although the values are quite
different for SIFT and FT-ICR experiments, they are
all lower than the Langevin rate coefficients [48,49] of
1.50 ·10−9 or 1.53 ·10−9 cm3molecule−1s−1. Actually,
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H2 H2O CH4

BDE (kJ/mol) 435.58 496.7 438.9
IE (eV) 15.42593 12.621 12.61
µ (D) // 1.8550 //

Polarizability (Å3) 0.787 1.501 2.448

Table 1: Bond Dissociation Energy (BDE), Ioniza-
tion Energy (IE), dipole moment and polarizability
for H2, H2O and CH4 molecules. [52]

many H-atom abstraction reactions involving H2 are
very slow [47]. In the specific case of the reaction in-
volving SO+

2 +H2 a barrier of 19.9 kJ/mol has been
found by early theoretical and experimental studies
that account for the low rate coefficient at 300 K [40].
This evidence can not be only a consequence of the
H − H binding energy since the HAT reactions of
SO+

2 with CH4 and H2O are faster even if the C−H,
O−H, H−H molecular Bond Dissociation Energies
(BDE) are comparable (Table 1) [50,51].

Minimum Energy Path (MEP)
In order to explore the main factors affecting the

reaction dynamics of the HAT from H2 to SO+
2 a

theoretical study has been carried out by combining
DFT and VTST approaches [53]. DFT was used to
investigate the MEP of the reaction and to identify
possible transition states and minima along the reac-
tive coordinate, while VTST has been used to search
for the “bottleneck” of the reaction, namely the Vari-
ational Transition State (VTS) configuration.

In Figure 4 the MEP of the reaction is shown. The
reaction is barrierless and exothermic by 75.5 kJ/mol
at 300 K with a minimum energy reaction complex
configuration [OSOH · · ·H]+ Min at 85.0 kJ/mol in
cis conformation (See Table 2 for details on the ge-
ometric parameters of the molecular adducts whose
atomic labels are defined in Figure 5).

The calculated exothermicity is in agreement with
experimental value of 75.0 kJ/mol [46], and no transi-
tion state configuration was found above the energy
of the reactants. The barrierless nature of the reac-
tion has been also confirmed by the higher level of cal-
culations (see computational methods and SI). Fur-
thermore, the VTST approach identifies a VTS con-

Figure 4: Minimum Energy Path for the SO+
2 + H2

reaction. The minimum energy of the complex
[OSOH · · ·H]+ is fixed at 0.0 kJ/mol. See the main
text for further details.

figuration [OdSOcHb · · ·Ha]+ along the MEP very
close to Min, with similar geometry, charge and spin
distribution (See Table 2 and Figure 5).

In both VTS and Min configurations the main
bonds involved in the reaction, Oc − Hb (about
1.0 Å) and Ha − Hb (about 1.6 Å) are almost
formed and fully stretched, respectively. In these
configurations the charge (HbSO

+
2 : 0.90 e) and

the spin (Ha: 0.85 h̄) are almost fully localized as
in the two final product moieties (see Figure 5).
This dynamical picture seems very similar to that
observed in the reaction of SO+

2 with H2O (see
Figure 5 of Cartoni et al. [33]). However, through a
careful analysis of the reaction it can be seen that the
VTS structure comes before the Min adduct in the

Reagents VTS Min Products
RHa−Hb

0.75 1.59 1.61 //
ROc−Hb

// 1.02 1.01 0.99
RS−Oc 1.46 1.56 1.56 1.56
RS−Od

1.46 1.44 1.44 1.44
θOcSOd

130.4 115.1 115.1 114.9
θSOcHb

// 122.4 122.4 121.2
θOcHbHa

// 171.2 171.2 //

Table 2: Geometrical parameters for the main molec-
ular species relevant to the title reaction. Distances
in Å and angles in degrees.
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Figure 5: Mulliken Atomic Charge (Top panel) and
Spin population (Bottom panel) along the MEP in
the region of the reaction. See further details in the
main text.

reaction coordinate (Figure 4), and the dynamical
evolution of the charge and spin distribution (Figure
5) in the complex along the reaction path is very
different from that of the reaction of SO+

2 with
water [33]. As for the partial charges and spin in the
reaction complex [OdSOc · · ·HbHa]+ in the region
of approaching reagents, the charge and the spin
remain mainly localized on SO+

2 . Moving forward
with the reaction up to ROH = 1.5 Å the charge
increases on Ha from 0.0 to + 0.3 e and decreases on
SO+

2 from 1.0 to 0.7 e and on Hb from 0.1 to 0.0 e

(see top panel of Figure 5). The spin remains almost
constant on Hb, but it decreases for SO+

2 from 1.0
to 0.5 h̄, and increases for Ha from 0.0 to 0.4 h̄ (see
bottom panel of Figure 5). On the other hand, in the
region of the Min the charge decreases on Ha and
increase on Hb, while the spin goes to zero for SO+

2 ,
and increases for Ha up to 1.0 h̄. It is interesting
to note that, in the reaction of SO+

2 with water,
the chemical rearrangement occurs at the beginning
of the reaction with a fast proton-coupled electron
transfer [33]. The higher IE 15.4 eV of H2 relative
to IE 12.6 eV of H2O, the lowest H2 polarizability
(see Table 1) and the higher relative stability of OH
(∆Ho

f= +38.99 kJ/mol) with respect to H (∆Ho
f=

+218.0 kJ/mol) should make the reaction dynamics
SO+

2 + H2 more constrained and slower [52]. The
“bottleneck” of the reaction’s trajectories, occurring
at the VTS complex, reduces the reactivity below
the collision limit of 1.53 · 10−9 cm3molecule−1s−1.

Theoretical rate coefficients
The VTST allows the calculation of the kinetic co-

efficients (k) trough the following equation (see the-
oretical section for more details):

k(T ) = σ
kBT

h

[
QVTS(T )

QSO+
2

(T )QH2(T )

]
(3)

which holds in thermal equilibrium conditions
(Canonical ensemble). In eq 3 σ is the symme-
try factor, QVTS(T ) is the total molecular parti-
tion function of the reaction complex divided for
the Qircvib(T ), the molecular vibrational partition
function of the frequency associated to the inter-
nal reaction coordinate (irc) over which the MEP
is computed. QSO+

2
(T ) and QH2(T ) are the to-

tal molecular partition functions of the reactants -
each can be factorized in the usual electronic, vibra-
tional, rotational and translational factors: Q(T ) =
Qel(T )Qvib(T )Qrot(T )Qtr(T ).

A value of 2.9 · 10−11 cm3molecule−1s−1 was ob-
tained at 300 K by eq 3 for reaction SO+

2 +H2, close
to that obtained experimentally by Anicich [47]. The
calculated k for the reaction with D2 is 1.20 · 10−11

cm3 molecule−1s−1, smaller than that with H2, and
with an isotope effect of 2.42 at 300 K. The rate coef-
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Figure 6: Rate coefficients for the reactions of SO+
2

with H2 and D2 calculated both under thermal equi-
librium conditions and following the non-thermal
model. See further details in the main text.

ficient k for the reaction with H2 calculated from eq
3, increases monotonically with the temperature as
shown by the blue dashed line in Figure 6. The same
trend is observed for the reaction with D2 (green
dashed line of Figure 6). The thermal rate for H2

changes its slope at about 800 K, while this is not the
case for D2. This different trend with temperature
leads to the crossing of the two rates at about 1200
K, where the rate coefficient of D2 becomes higher
than the rate of H2. This behavior is due to the
different increase of the Q(T ) of H2 relative to that
of D2 caused by a different population with temper-
ature of the respective calculated vibrational levels:
νH2

stretching = 4381 cm−1, νD2

stretching = 3100 cm−1.
It is proper to point out here that the experimen-

tal data are acquired as a function of the photon en-
ergy which simultaneously ionize the neutral and ex-
cite the ro-vibration levels of the ion, meanwhile the
calculated rate coefficient (eq 3) is a function of the
temperature. In order to have the rate coefficient as
a function of the photon energy, we proceed as follow.
A complete conversion of electronic excitation of the
ion into ro-vibrational excitation by internal relax-
ation is assumed [33], and an internal temperature for
SO+

2 is defined with a dependence from the internal

ro-vibrational excitation energy Eint
SO+

2

:

Eint
SO+

2
= 3/2kBTSO+

2
+ Evibexc(TSO+

2
) (4)

where the first term is the thermal rotational en-
ergy for a non-linear molecule, and the second term
is the vibrational excitation energy [54]:

Evibexc(TSO+
2

) =

3N−6∑
i=1

hνi

e
hνi/kBTSO

+
2 − 1

(5)

where νi is the ith vibrational frequency of the ion.
Hence, in the top axis of abscissas of Figure 6 we have
reported the photon energy (hν = IE(SO2)+Eint

SO+
2

),
while on the bottom axis of abscissas it is reported
the temperature of the excited ion. It is evident that
the trend of the thermal rates (blue and green lines of
Figure 6) does not match the experimental observa-
tion, where a decrease of the ratio (H(D)SO+

2 /SO
+
2 )

is recorded with the increase of internal energy of
SO+

2 when the photon energy is greater then 12.4 eV
(Figure 3). The mismatch between the experimental
product/reactant ratio and the theoretical thermal
rates led us to carefully analyze the compliance of
the experimental conditions with the hypotheses un-
derneath the VTS model. In particular we observe
that:

1. The SO+
2 ion has an internal energy content

given by the absorption of the VUV photon,
ranging from room temperature, when the in-
cident photon is at the ionization threshold, up
to several thousands of Kelvin degrees. On the
other hand, the H2 neutral reactant has an en-
ergy content given by its thermal state, which
corresponds to the room temperature at which
the experiment is performed. Due to low pres-
sure conditions, the thermalization by collisions
between the “heated up” ion SO+

2 and the neu-
tral H2 can be neglected.

2. The reactive complex formed by SO+
2 and H2

is not in thermal equilibrium with the other
molecules present in the reaction chamber (low
pressure conditions), and it is characterized by
non-thermal equilibrium within its internal vi-
brational degrees of freedom.
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Since the IVR (Internal Vibrational Redistribution)
within the VTS complex can be considered slower
then the fast barrierless reaction, we can reasonably
assume that the VTS complex is non-ergodic in the
present experimental conditions [55]. The energy flux
within the VTS complex is controlled by the IVR
processes occurring between the reaction coordinate
stretching H−H and the internal degrees of freedom
of HSO2. We hypothesize that during the reaction
the energy flux is from the HSO2 subset of the VTS
complex towards the reaction coordinate H−H, with
an increase of the energy flux as the energy content
of SO+

2 increases. The reasons beyond this assump-
tions are due to the fact that the IVR rate is: i)
proportional to the density of the final states, and
ii) is inversely proportional to the exponential of the
energy difference between the initial and final states
of the IVR (see eq. 5-2 of reference [56]). Hence, as
the SO+

2 is excited, the VTS complex reaches higher
energy states which efficiently couple with the high
energy states of the reaction coordinate H −H, pop-
ulated during the downhill along the MEP.

The VTST approach, which assumes a local-
equilibrium, namely a fast and full molecular en-
ergy redistribution in the reaction system, is gener-
ally valid when the reactants couple their degrees of
freedom within the reactive complex. If the reaction
follows a statistic energy redistribution, faster than
reaction time, a local thermal equilibrium is always
reached [57,58]. The hydrogen molecule, which has a
very high vibrational stretching frequency due to its
light mass, is an optimal neutral reagent to check how
much IVR is efficient; i.e. if its high energy vibration
can efficiently couple with the other vibrations within
the complex. It is known that the VTST is gener-
ally valid, but it could fail when a high frequency
vibration does not couple efficiently to other low fre-
quencies in a reaction complex as, for instance, in
the case of the reaction of H with OH leading to a
non-equilibrium effects [59–61].

Following the hypothesis discussed above, we have
reformulated the model to calculate the rate coeffi-
cient. Eq 3 has been therefore adapted to the condi-
tions of the experiments. We assume that the molec-
ular partition function ofH2 is fixed at environmental
temperature of 300 K, the partition function of the

a b c d

H2 238.390 10.160 0.361 10391.0
D2 190.611 21.726 -0.307 10103.7

Table 3: Parameters for Teff at environmental tem-
perature fixed at T=300K: a is in K, b is in K1−c, c
and d are dimensionless.

VTS is factorized in two terms: an effective tempera-
ture dependent ro-vibrational part Qro−vibV TS (Teff ) and
a translational factor depending on the environmen-
tal temperature QtrV TS(300K). The effective temper-
ature (Teff ) is a function of the internal temperature
of SO+

2 (TSO+
2

), and takes into account the part of
the ro-vibrational energy which is transferred to the
H − H coordinate during the reaction. The trans-
lational partion function of SO+

2 is fixed at the en-
vironmental temperature of 300K. Eq 3 is modified
according to the above considerations, and the non-
thermal rate coefficient kNT becomes:

(6)kNT (TSO+
2
, 300K) =

=σ
kB300K

h

 Qro−vibV TS (Teff )QtrV TS(300K)

Qro−vib
SO+

2

(TSO+
2

)Qtr
SO+

2

(300K)QH2
(300K)


We have parameterized the effective temperature

in order to reproduce the experimental trend of the
data in Figure 3 using the environmental temperature
fixed at T=300K:

Teff (TSO+
2

) = a+ b · T c
SO+

2
− d

TSO+
2

(7)

The parameters used are reported in Table 3, while
in Figure S2 of SI the Teff (TSO+

2
) for both H2 and

D2 are reported.
The non-thermal conditions produce an energy

flow in the VTS complex which can be analyzed in
term of the energy in the reaction coordinate H −H
and in all the other ro-vibrational degrees of freedom,
whose vibrational frequencies are reported in Figure
S3 and S4 of SI. In Figure 7 the internal energy of
the VTS complex EintV TS (See eq S1 of SI), and of
the reaction coordinate EintRC (See eq S3 of SI) for
both the reaction with H2 and D2 are reported as
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Figure 7: Energy redistribution for the reactions of
SO+

2 with H2 and D2 calculated as a function of the
temperature of the ionic reagent. See further details
in the main text.

a function of the temperature TSO+
2
, and its associ-

ated energy Eint
SO+

2

, which is also reported in the same
figure. The energy is clearly preferentially stored in
the reaction coordinate, especially when the TSO+

2
in-

creases. This can be rationalized in term of the IVR
rate, which is more efficient when transferring energy
from the VTS complex to the reaction coordinate
then vice-versa. This is also in agreement with the
experimental product/reagent ratio, which decreases
as the energy of the SO+

2 increases. This counter-
intuitive trend can be explained considering that the
excitation photon energy acquired by the VTS com-
plex is not used to increase the number of trajecto-
ries in the phase space of the reaction which lead to
the products, but this excitation energy is almost en-
tirely directed into the reaction coordinate, which at
the end of the reaction will determine a high kinetic
energy content of the H/D atom product.

By plotting the rate coefficient of eq 6 as a function
of the temperature (see black line of Figure 6), it is
evident that the behavior of the rate coefficient for
reaction with H2 is completely different from that
obtained with thermal equilibrium conditions using
eq 3, (blue line in Figure 6). The thermal approach

produces an increase of the rate coefficient with tem-
perature, whereas the non-thermal rate exhibits a de-
crease with temperature in agreement with the ex-
perimental data (black line in Figure 3). The same
considerations are valid for the reaction with D2.
Moreover, at 300 K, when all the vibrational modes
are at the same temperature, a value of 1.66 · 10−11

cm3molecule−1s−1 is calculated for SO+
2 + H2 reac-

tion, in agreement with the experimental rate con-
stant 1.7 · 10−11 ± 40% cm3molecule−1s−1 [47]. It is
noteworthy to mention that the same discrepancy be-
tween experiments and theory was also observed in
the reaction of CH+

4 with H2 at temperatures higher
then 100 K [26,27,62].

The fitting parameters for thermal rates for
reactions of SO+

2 with H2O, CH4, H2 and D2

are reported in table S1 of SI in the temperature
range 200-5000K. These thermal rates have been
calculated by means of eq. 3, whose values between
relevant stratospheric temperatures (200-250K) are
reported in table S2 of SI. The fitting parameters for
non-thermal rates of the reaction of SO+

2 with H2

and D2 in the environment temperature T fixed at
300K are calculated for TSO+

2
in the range 300-5000K

(eq. 6) and given in table S3 of SI. While the fitting
parameters for non-thermal rates of the reaction
of “hot” SO+

2 (TSO+
2

=5000K) with H2 and D2

are reported in table S4 of SI for the environment
temperature T in the range 200-250 K, and whose
values are also shown in table S5. These last rate
coefficients are calculated follwing eq. S5-S7 of SI.
All kinetic data of these relevant chemical reactions
have been reported and should be tested in the solar
geoengineering models.

SO+
2 reactivity in the O3 depletion and OH

formation
The potential relevance in the stratospheric envi-

ronment of the reactions involving SO+
2 with neu-

tral species such as H2O, CH4 and H2 is strictly
connected with their fast rate coefficients leading to
HSO+

2 and relevant radical species such as OH, CH3

and H. The hydrogen atom quickly reacts with O3

producing O2 and OH (see eq 2), with the effect
of destroying O3 and increasing the amount of hy-
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droxyl radical. This is the most important oxidant in
the stratosphere [34], which oxides the SO2 to HSO3,
triggering the process which leads to H2SO4 aerosol
formation [14,63]. The main source of OH during day-
time is the reactions of water (eq 9) and molecular hy-
drogen (eq 10) with O(1D) [14], produced by sunlight
photodissociation of ozone (eq 8), while OH density
is strongly reduced during nighttime [64]:

O3 + hν → O2 +O(1D) (8)

O(1D) +H2O → 2OH (9)

O(1D) +H2 → OH +H (10)

On the basis of the chemical reactions eqs 8-10
the oxidation of SO2 should only occur in the day-
time, whereas clear evidences [65] exist that a signifi-
cant amount of SO2 is oxidized during the night. In-
deed, alternative oxidation pathways leading to sul-
furic acid have been investigated, and ionic mecha-
nisms seem to be operative during the night due to
ionizing radiation [18]. Hence, the OH produced by
the reactions of SO+

2 with water [33] (SO+
2 +H2O →

HSO+
2 +OH) andH2 (trough eq 2) should be consid-

ered as potential relevant ionic processes of H2SO4

aerosol formation during nighttime, and should be
tested in the atmospheric models.

Common rate coefficients of ion-molecule reactions
involving SO+

2 (10−11 − 10−9 cm3 molecule−1 s−1)
are several orders of magnitude higher than the rate
coefficient of the oxidation of SO2 by OH, which
in standard stratospheric pressure and temperature
conditions can be reduced to a pseudo second order
reaction, with a rate coefficient [63] of about 5 · 10−16

cm3molecule−1s−1 . Obviously, the relative efficiency
of these neutral-neutral and ion-neutral reactions
does not only depend on the relative rate coefficients,
but also on the relative concentration of the reagents.
These concentrations change with the the altitude for
H2O, CH4 and H2, as well as with the day-time cy-
cle for the OH [64]; whereas the relative abundance
of SO+

2 /SO2 (∼ 10−12) is almost constant [19]. So-
lar geoengineering schemes require that SO2 is at a

pressure of 1 bar when injected by balloons or air-
crafts [66], this implies that the SO+

2 density could lo-
cally reach a maximum value of about 107 ions/cm3,
which is a relevant concentration for the chemistry
in the stratosphere. On the basis of the discussion
above, the ion-neutral reactions involving SO+

2 and
leading to OH may be considered as a relevant source
of OH which can oxide SO2 during the night, when
OH can not be produced via neutral-neutral reac-
tions triggered by sunlight. Alternative routes for
the oxidation of SO+

2 and HSO+
2 by O3 are:

SO+
2 +O3 → SO+

3 +O2(1∆g) (11)

HSO+
2 +O3 → HSO+

3 +O2(1∆g) (12)

Both reactions in eqs. 11 and 12 are exothermic by
102.9 and 93.4 kJ/mol, respectively [52,46]. The exper-
imental rate coefficients for these reactions have not
been so far determined, probably due to their low re-
action efficiency. This indicates that these oxidation
reactions could be negligible with respect to oxidation
of SO2 by OH produced by reaction of SO+

2 with wa-
ter and molecular hydrogen during nighttime.

It is also noteworthy to say that HSO+
2 fast re-

acts [30,33] with water leading to H3O
+ and SO2. The

latter, once re-ionized, can acts as a catalyst in the
formation of hydronium ion, a dominant ionic species
in the stratosphere [67].

Conclusions
In this work the reaction of the radical cation SO+

2

with H2/D2 has been explored at low pressures,
mainly focusing on non thermal effects in the redistri-
bution of the internal energy within the reactive com-
plex. The reaction is a barrierless exothermic pro-
cess, guided by a molecular complex whose substan-
tial charge and spin changes along the reaction coor-
dinate are the factors that slow down the reactivity of
the system. The experimental results show that the
ratio H(D)SO+

2 /SO
+
2 decreases when the SO+

2 ion is
excited in the ro-vibrational levels of its ground elec-
tronic state. DFT and VTST theories have been used
to study the dynamic of the reaction along the MEP,
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where a VTS reaction complex [OSOH · · ·H]+ has
been identified as the “bottleneck” which controls the
reactivity of the system. VTST in canonical approx-
imation allows the calculation of the rate coefficient
at different excitation energies of SO+

2 . The value
at 300 K is 2.9 · 10−11 cm3molecule−1s−1 in reason-
able agreement with the value of 1.7 · 10−11 ± 40%
cm3molecule−1s−1 measured with a FT-ICR instru-
ment. At higher excitation energy of SO+

2 the stan-
dard VTST rate coefficient k increases within the
frame of the thermal equilibrium model, while a de-
crease of the ratio H(D)SO+

2 /SO
+
2 is observed in

the experiments. This opposite trend between the-
ory and experiment has been attributed to a fast re-
action dynamics with a light atom, where the thermal
equilibrium approximation holds no more. This fa-
vors the IVR processes which transfer ro-vibrational
energy from the VTS reaction complex towards the
reaction coordinate H −H.

The non-thermal assumptions have been taken into
account in the calculation of partition functions of
H2 and VTS. The H2 temperature has been kept at
300 K, the initial temperature in the experimental
apparatus, while the VTS has been evaluated at an
effective temperature parameterized over the exper-
imental product/reagent ratio. The rate coefficients
obtained with this non-thermal model decrease with
the increase of the excitation energy of SO+

2 , consis-
tently with the experimental data.

The ionization of SO2 and its reactions with neu-
tral molecules such as H2 and H2O in the strato-
sphere should be considered as relevant channels in
the OH production during nighttime, when the com-
mon neutral-neutral reactions producing OH via sun-
light are not at work. Hence, in the night the above
ion-neutral reactions may trigger the oxidation of
SO2, which subsequently leads to H2SO4 aerosol for-
mation. This may explain the decrease of SO2 ob-
served during the nighttime by several studies. More-
over, the reaction of SO+

2 with H2 is relevant for the
ozone depletion process. The results of this work indi-
cate that the ion chemistry should be considered and
tested in the atmospheric models for solar geoengi-
neering strategies because it can alter the chemistry
in the stratosphere.

Experimental Section
The description of the CiPo beamline at ELETTRA
has been reported previously [68–70,32,71,72]. Briefly,
the beamline is equipped with an electromagnetic el-
liptical undulator/wiggler and a Normal Incidence
Monochromator (NIM) to cover the vacuum ultra-
violet (VUV) 8-40 eV energy range. The aluminum
grating of the NIM operates in the energy range 8-17
eV with a resolving power of about 1000. The pho-
ton energy was calibrated against the autoionization
features observed in the Ar total photoionization be-
tween the 3p spin orbit components [73].The SO2 is
introduced in the ionization source at the pressure of
about 5.0·10−6 mbar and ionized with the VUV radi-
ation. The ions produced at a photon energy higher
than the ionization threshold (about 12.4 eV) are in-
ternally excited. The SO+

2 ions are guided into the
octupole (reactive zone) at a CE=0.0 eV, which is de-
termined by measuring the SO+

2 yield as a function
of the retarding field. The estimated energy spread
is about 100 meV. The neutral reagent H2/D2 gas
is introduced in the reactive zone by a needle valve
at pressure of about 10−5 mbar and room tempera-
ture. The ion-molecule reaction of SO+

2 with H2/D2

is followed by recording the yields of ionic reagent
(m/z 64) and ionic product (m/z 65 or 66),corrected
for the natural isotopic abundance [52] contribution of
33S, 17O, 34S, 18O, as a function of the photon energy
from 12.4 to 15.0 eV in steps of 100 meV and with
the acquisition time of 30s/point. The pressure and
CE were kept fixed during the energy scan. The mass
spectrum of all the ionic species has been acquired in
the mass over charge range 10<m/z<70 (acquisition
time of 3s/point) at the photon energy hν=14.0 eV,
and CE=0.0 eV. The presence of possible contami-
nants in the apparatus, as water, has been checked
and excluded with and without the neutral (H2/D2)
inside the octupole. Sometime a small amount of
SO+ due to the ionization of SO2, without the neu-
tral in the reaction zone, has been observed. How-
ever, it is well known the SO+ does not affect the title
reaction since it does no react with H2 as also ver-
ified in our experiments [47].The reaction efficiencies
were evaluated by calculating the ratio HSO+

2 /SO
+
2

and using statistical propagation error formula to es-
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timate the error bars. Data analysis has been per-
formed using OriginPro8 program.
Materials. All the samples were used at room

temperature. Sulfur dioxide was purchased from
Sigma-Aldrich with a purity > 99.98% whereas hy-
drogen H2 and deuterium D2 are from SIAD with
purity > 99.99%.

Computational Methods
The energetic and dynamical description of the title
reaction has been based on the Density Functional
Theory formalism, which has been used to explore the
Potential Energy landscape of the hydrogen trans-
fer from H2 to the SO+

2 ion. The hybrid exchange-
correlation functional Becke, three-parameter, Lee-
Yang-Parr [74–77] has been used with the split-valence
double-zeta Pople with polarization and diffuse func-
tions: 6-31++g** basis set [78,79]. The region of reac-
tion of the PES has been computed by full optimiza-
tions by scanning the RO−H and RH−H coordinates,
where the hydrogen atom is involved in the exchange
with the O atom of the SO2 ion. The scanning coor-
dinate RO−H started at a 0.9 Å and ended at 4.0 Å,
the coordinate RH−H was scanned by starting at 0.77
Å up to 5.0 Å, both coordinates were scanned with
a variable step whose minimum value as been taken
as 0.00375 Å: this quantum calculation has generated
a Minimum Energy Path (MEP) which is needed to
compute the reaction rate coefficients. The varia-
tional transition state theory (VTST) model, specifi-
cally developed for applications with barrierless reac-
tions [59] has been adopted here to model the present
reaction. All these calculations have been corrected
by the zero point energies, with the underlying har-
monic vibrational frequencies scaled by the coefficient
0.986 [80]. The charge and spin population are based
on the Mulliken analysis of the electron density [81].
The MEP has been used to compute the total molec-
ular partition functions [Q(T)] of the reactive com-
plex [OSO · · ·H2]+ in the range of temperatures 200-
5000K. Within the Variational Transition State The-
ory (VTST) [39] these partition functions are used to
localize the kinetic bottleneck of the reactive flux of
trajectories moving along the MEP.

Even if B3LYP is not an high level approach

to compute reaction energy paths, nevertheless it
has been demonstrated to correctly reproduce with
the VTST the experimental rate coefficients for
ionic reactions involving Hydrogen Atom Trans-
fer (HAT) [33,82]. In particular B3LYP minimum
energy paths are in agreement with those calcu-
lated at an higher level of theory (CCSD(T)/aug-
cc-pVTZ//MP2/aug-cc-pVTZ) for the HAT reaction
studied in reference [82]. B3LYP has also been used
to compute VTST rate coefficients for barrierless
HAT reactions for the modeling of polycyclic aro-
matic hydrocarbon (PAH) formation in the Interstel-
lar Medium [53,83,84]. The DFT has been used as a
faster computational method for calculating the rates
because the VTST approach we have followed re-
quires a very dense grid (typically with a step ≤0.01
Å) of the minimum energy path, with frequency anal-
ysis at every point of the minimum energy path
around which the VTS is located. It would there-
fore, given the several thousands of points needed
to be evaluated, be very computationally demanding
the use of an high-level ab initio method. Anyhow,
the reason beyond the reliability of B3LYP-VTS rate
coefficients for barrierless reactions is based on the
fact that for these reactions the VTST does not use
energy values but only geometrical data (molecular
rotational partition functions) and vibrational fre-
quencies (molecular vibrational partition functions),
which are generally well reproduced by B3LYP even if
the reactive potential energy path is not of high level.
In any case the barrierless nature of this reaction has
been confirmed by exploring the MEP with an higher
level of ab-initio methodology, namely by comput-
ing the MEP at B2PLYPD/aug-cc-pvtz whose ge-
ometries has been used to compute an energy pro-
file at CCSD/aug-cc-pvtz level of theory (see fig. S6
of SI). All the quantum chemical calculations were
performed with the Gaussian09 package [85].
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