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Abstract

In this study, we extend the scope of the many-body TTM-nrg and MB-nrg potential

energy functions (PEFs), originally introduced for halide ion–water and alkali-metal

ion–water interactions, to the modeling of carbon dioxide (CO2) and water (H2O)

mixtures as prototypical examples of molecular fluids. Both TTM-nrg and MB-nrg

PEFs are derived entirely from electronic structure data obtained at the coupled clus-

ter level of theory and are, by construction, compatible with MB-pol, a many-body

PEF that has been shown to accurately reproduce the properties of water. Although

both TTM-nrg and MB-nrg PEFs adopt the same functional forms for describing per-

manent electrostatics, polarization, and dispersion, they differ in the representation

of short-range contributions, with the TTM-nrg PEFs relying on conventional Born-

Mayer expressions and the MB-nrg PEFs employing multidimensional permutationally
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invariant polynomials. By providing a physically correct description of many-body ef-

fects at both short and long ranges, the MB-nrg PEFs are shown to quantitatively

represent the global potential energy surfaces of the CO2–CO2 and CO2–H2O dimers

and the energetics of small clusters as well as to correctly reproduce various properties

in both gas and liquid phases. Building upon previous studies of aqueous systems, our

analysis provides further evidence for the accuracy and efficiency of the MB-nrg frame-

work in representing molecular interactions in fluid mixtures at different temperature

and pressure conditions.

1 Introduction

Carbon dioxide (CO2) plays a central role in the carbon cycle, representing the primary

carbon source for life on Earth.1 CO2 is the fourth most abundant gas in the atmosphere,

where it acts as a greenhouse gas,2 and dissolves in water to form carbonic acid (H2CO3)

whose equilibrium with bicarbonate (HCO−3 ) and carbonate (CO2−
3 ) has significant impact

on the pH of the oceans,3,4 which, in turn, act as an enormous carbon sink,5 containing about

fifty times more carbon than the atmosphere. Under pressure, CO2 dissolved in water form

clathrate hydrates, cage-like structures of hydrogen-bonded water molecules hosting CO2

as guest species.6 In living systems, CO2 is the end product of cellular respiration,7 while

photosynthetic organisms combine CO2 and H2O to produce carbohydrates.8 Combustion

processes taking place in both natural (e.g., wildfires) and anthropogenic (e.g., combustion

engines) settings are major sources of CO2.9 In the chemical industry, CO2 is primarily used

in the production of urea, with smaller fractions used to produce methanol, and metal car-

bonates and bicarbonates.10 In the context of renewable energy applications, electrochemical

CO2 reduction represents a potential route to producing fuels.11 In the food industry, CO2

is used in carbonated soft drinks as well as a propellant and acidity regulator.12 In the liquid

phase, CO2 is a good solvent for lipophilic organic compounds and is used in the pharmaceu-

tical and chemical industries as a less toxic alternative to more traditional solvents such as

2



organochlorines.13 Supercritical CO2 is used in dry cleaning because of its low toxicity and

efficient solvent properties.14 Finally, CO2 is used in extinguishers and refrigerant systems

as well as in oil recovery processes.15

Given their relevance for geochemical applications, neat CO2 and CO2/H2O mixtures

have been extensively studied at the macroscopic level. This has led to the development of

several equation-of-state (EOS) models that are widely used to describe the thermodynamic

properties of these mixtures, sometimes in combination with methane and various salts.16–23

At the molecular level, vibrational spectroscopy is used to characterize structure and dy-

namics of CO2 clusters and clathrates, liquid and supercritical CO2 as well as the properties

of CO2 in mixtures with water, small alcohols and hydrocarbons, and in ionic liquids.24–34

Recently, X-ray diffraction has been used to determine the local structure of liquid CO2 at

pressures up to 10 GPa and temperatures from 300 to 709 K.35

From a theoretical standpoint, electronic structure calculations and molecular dynamics

(MD) simulations have been used to model the energetics as well as the structural, thermody-

namic, and dynamical properties of CO2, in both single- and multi-component systems.36–57

Most of the early molecular models adopted relatively simple functional forms parameterized

to reproduce vapor/liquid equilibrium properties.36–38,40 More recently, several models that

include many-body effects, either implicitly or explicitly, have been proposed.51,52,55,57,58 An

analytical representation of the potential energy surface of the CO2 dimer (with rigid CO

bonds) was derived from reference energies obtained at the symmetry adapted perturbation

theory (SAPT) level and used to calculate the second virial coefficient that was found to be

in good agreement with the corresponding experimental data.39 SAPT calculations were also

used to develop an implicit many-body model of CO2 with rigid CO bonds and polarization

effects represented by the Drude model.51 After empirically reducing the SAPT-calculated

dispersion energy by ∼6%, good agreement with experiment was obtained for several prop-

erties of CO2 in the gas, liquid, and supercritical phases. Subsequent refinement of this

polarizable model through inclusion of an explicit three-body (3B) term led to an accurate
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description of both gas and condensed-phase properties without relying on any empirical pa-

rameterization, suggesting that two-body (2B) models effectively exploit error cancellation

to achieve satisfactory results.52 A Drude model was also used to develop a different polariz-

able model (still with rigid CO bonds) that was shown to reproduce several thermodynamic

and transport properties of the liquid phase.55 However, similar results were also obtained

with a nonpolarizable model, which led to the conclusion that the properties of liquid CO2

are not significantly affected by many-body polarization. Subsequent simulations carried

out for CO2/H2O mixtures demonstrated current difficulties in determining CO2 solubility

in water as well as the water composition in CO2-rich phases using polarizable models.56

Building upon recent progress in the development of explicit many-body potential energy

functions (PEFs) capable of describing molecular interactions with chemical accuracy,59–73

several PEFs for CO2 have been proposed. A 2B PEFs for CO2–H2O was derived from

electronic structure calculations carried out at the coupled cluster level of theory.57 This

2B PEF was used to calculate the intramolecular vibrational frequencies of the CO2–H2O

dimer, which were found to be in good agreement with the available experimental data

as well as to investigate the structure and vibrational modes of the CO2(H2O)20 cluster

corresponding to the 512 water cage of the CO2 hydrate clathrates. In the simulations of

CO2(H2O)20, the interactions between the water molecules were described by the many-

body MB-pol PEF62–64 that accurately reproduces the properties of water from the gas to

the condensed phase.74,75 More recently, a 2B PEF for CO2 was developed from CCSD(T)-

F12b/aug-cc-pVTZ reference data and used in the analysis of both structures and energetics

of small (CO2)N clusters with N ≤ 13 which were found to be in good agreement with

results obtained using density functional theory (DFT) with the M06-2X and B2PLYP-D

functionals.58

In this study, we present full-dimensional many-body PEFs for neat CO2 and CO2/H2O

mixtures developed within the TTM-nrg and MB-nrg theoretical/computational frameworks

originally introduced to represent the interactions of halide68,69 and alkali-metal ions70,71
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with water. Through a detailed analysis of the energetics of small clusters, many-body

contributions, virial coefficients of gas mixtures, and structural properties of liquid mixtures,

we demonstrate that the MB-nrg PEFs provide highly accurate representations of neat CO2

and CO2/H2O mixtures from the gas to the condensed phase. The article is organized

as follows: Section 2 describes the functional forms of both TTM-nrg and MB-nrg PEFs,

training sets, and fitting procedure. Section 3 presents comparisons of the TTM-nrg and MB-

nrg PEFs with the ωB97M-V functional76 and Møller-Plesset perturbation theory (MP2) as

well as various experimental data. Finally, Section 4 summarizes the main points of our

study and provides an outlook of future research on many-body PEFs.

2 Theoretical and Computational Methodology

2.1 TTM-nrg and MB-nrg functional forms

The total energy of a system containing N (atomic and/or molecular) monomers can be

formally expressed as

EN(1, . . . , N) =
N∑
i=1

V 1B(i) +
N∑
i<j

V 2B(i, j) +
N∑

i<j<k

V 3B(i, j, k) + · · ·+ V NB(1, . . . , N), (1)

which is known as the many-body expansion (MBE) of the energy.77 In Eq. 1, V 1B(i) = 0 and

V 1B(i) = E(i)−Eeq(i) for atomic and molecular monomers, respectively. In the latter case,

V 1B(i) corresponds to the one-body (1B) energy required to deform an individual monomer

from its equilibrium geometry, and V nB are the n-body (nB) energies defined recursively as

V nB(1, . . . , n) = En(1, . . . , n)−
∑
i

V 1B(i)−
∑
i<j

V 2B(i, j)− . . .

−
∑

i<j<···<n−1

V (n-1)B(i, j, . . . , (n− 1))

(2)
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Since the MBE converges quickly for non-metallic systems (such as CO2 and H2O),78 Eq. 1

provides a rigorous and efficient framework for the development of full-dimensional PEFs

in which each individual term of the MBE can be separately determined from high-level

electronic structure calculations.

Starting from Eq. 1 and building upon the accuracy and computational efficiency demon-

strated by MB-pol in predicting the properties of water across different phases,74,75 two fam-

ilies of MB PEFs (TTM-nrg for “Thole-type model energy” and MB-nrg for “many-body

energy”) have recently been introduced to describe halide–water68,69 and alkali-metal ion–

water70,71 interactions, which have then be applied to model ion–water systems in the gas and

the liquid phase.79–86 Both TTM-nrg and MB-nrg PEFs rely on MB-pol for the description

of all water properties (i.e., water monomer distortion, dipole moment, and polarizability,

as well as water–water interactions) and differ in the functional forms employed to represent

the solute–water interactions. In this study, the TTM-nrg and MB-nrg families are further

extended to allow for the development of MB PEFs describing molecular interactions in

generic molecular fluids, with a specific focus on neat CO2 and CO2/H2O mixtures.

The TTM-nrg 1B term representing an isolated CO2 molecule adopts a functional form

similar to those employed by common force fields, which is expressed in Eq. 3 as a sum

of the two bond stretching energies (V bond) and the angle bending energy (V angle). Each

bond energy is described by a Morse potential, while the bending energy is represented by a

harmonic potential,

V 1B = V bond + V angle

V bond = De

(
1− e−a(rCO1

−reqCO)
)2

+De

(
1− e−a(rCO2

−reqCO)
)2

V angle = 1
2
k(φ− φeq)2

(3)

All TTM-nrg parameters in Eq. 3 are derived from fits to high-quality ab initio data (see

Section 2.4).

In contrast, the 1B term of the corresponding MB-nrg PEF is represented by a permu-
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tationally invariant polynomial (PIP),87

V 1B = V 1B
poly({ξ}) (4)

where {ξ} corresponds to a set of monomials that are functions of the distances between the

C and O atoms of the CO2 molecule (see Supporting Information). In V 1B
poly, permutational

invariance is enforced between the two equivalent O atoms of the CO2 molecule, and con-

tains 21 symmetrized terms: 2 1st-degree monomials, 4 2nd-degree monomials, 6 3rd-degree

monomials, and 9 4th-degree monomials. Consequently, V 1B
poly contains 21 linear parameters

and 4 nonlinear parameters that are optimized to reproduce the reference ab initio data (see

Section 2.4). In both TTM-nrg and MB-nrg, the zero in the 1B energy is set to the energy

of an isolated CO2 molecule in its equilibrium geometry.

Both TTM-nrg and MB-nrg PEFs describe many-body contributions to the interaction

energies in neat CO2 and CO2/H2O mixtures through the following expression:

V MB
TTM-nrg = V 2B, perm

TTM + V NB, ind
TTM + V 2B

short + V 2B
disp (5)

where V 2B, perm
TTM represents 2B permanent electrostatic contributions and V NB, ind

TTM represents

NB polarization contributions that are described by the extended Thole-type model originally

introduced with the TTM4-F water PEF.88

In the TTM-nrg PEFs, the short-range 2B term V 2B
short, describing repulsive interactions

between pairs of molecules, is represented by a sum of pairwise Born-Mayer functions between

all atoms of the two monomers,89

V 2B
short =

∑
k

V k
rep (6)

V k
rep =

∑
i∈M1
j∈M2

Aije
−bijRij (7)
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where Rij are interatomic distances between atoms i and j of monomers M1 (i.e., CO2) and

M2 (i.e., CO2 or H2O), and Aij and bij are fitting parameters. Similarly, the 2B dispersion

energy, V 2B
disp, is represented by a sum of pairwise additive contributions,

V 2B
disp =

∑
k

V k
disp (8)

V k
disp = f(Dij, Rij)

C6,ij

R6
ij

(9)

where

f(D,R) = 1− exp(−DR)
6∑

n=0

DR

n!
(10)

is the Tang-Toennies damping function,90 and C6,ij are interatomic dispersion coefficients

derived from ab initio data (see Section 2.4).

The corresponding MB-nrg PEFs employ the same functional forms for V 2B, perm
TTM , V NB, ind

TTM ,

and V 2B
disp as the TTM-nrg PEFs, but express V 2B

short in terms of PIPs, V 2B
poly,87 that smoothly

switch to zero when the distance between the two monomers (RAB) becomes larger than a

predefined cutoff value,

V 2B
short = s2

(
RAB −Rin

Rout −Rin

)
V 2B

poly (11)

where s2(x) is a switching function defined as

s2(x) =


1 if x < 0

(1 + cos(x)) ∗ 0.5 if 0 ≤ x < 1

0 if 1 ≤ x

(12)

The inner (Rin) and outer (Rout) cutoff radii in Eq. 11 are chosen to guarantee a continuous

transition between short- and long-range components of the total V 2B interaction energy.

Specifically, Rin corresponds to the C–C (for CO2-CO2) and C–O (for CO2-H2O) distances at

which the total and electrostatic (i.e., V 2B, perm
TTM +V NB, ind

TTM ) energies differ by 0.01 kcal/mol or

less, and Rout = Rin + 1.0 Å. Following these criteria, Rin and Rout were set to 8.0 Å and
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9.0 Å for CO2–CO2 and CO2–H2O, respectively.

V 2B
poly is a function of the distances (dn) between all physical atoms (C and O for CO2,

and O and H for H2O) as well as the two lone pairs (L1 and L2) of the MB-pol water

molecule as defined in Ref. 62. All distances dn entering the expression of V2B
poly, along with

the corresponding variables for the CO2–CO2 and CO2–H2O 2B terms are reported in the

Supporting Information. Specifically, V 2B
poly is a polynomial function of a set of monomials

{ξ}, with permutational invariance enforced with respect to equivalent atoms within the

dimer. V 2B
poly for the CO2–CO2 dimer contains a total of 2269 terms: 3 1st-degree monomials,

21 2nd-degree monomials, 110 3rd-degree monomials, 463 4th-degree monomials, and 1672 5th-

degree monomials, resulting in 2269 linear parameters and 15 nonlinear parameters. V 2B
poly for

the CO2–H2O dimer contains a total of 1653 symmetrized terms: 6 1st-degree monomials, 64

2nd-degree monomials, 311 3rd-degree monomials, and 1272 4th-degree monomials, resulting

in 1653 linear parameters and 21 nonlinear parameters.

2.2 Selection of training and test sets

The 1B training set for the CO2 monomer consists of 1612 configurations extracted from two

different sources. An initial set of configurations was obtained from normal-mode sampling

using a quantum distribution91 performed at three temperatures (0 K, 987 K, and 2008 K).

The lowest temperature was used to obtain configurations around the minimum-energy struc-

ture, while the other two temperatures allow for sampling more distorted configurations since,

when converted to wavenumbers, they correspond to the ab initio frequencies of the bending

and symmetric stretching vibrations of an isolated CO2 molecule. Additional configura-

tions, with energies within 10 kcal/mol of the minimum energy structure, were added from

a uniform multidimensional grid constructed along the CO2 normal modes. To assess the

accuracy of both TTM-nrg and MB-nrg PEFs, an independent test set of 511 configurations

was generated from normal-mode sampling91 performed at 3512 K, corresponding to 2441

cm−1, i.e., the ab initio frequency of the CO2 asymmetric stretching vibration. The test set
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was specifically constructed to include distorted configurations sampled from a wider energy

distribution than that used to generate the training set.

To ensure a proper representation of the 12-dimensional 2B configurational space as-

sociated with the CO2–CO2 and CO2–H2O dimers, the corresponding training sets were

generated by extracting configurations form different sources, including normal-mode and

random sampling, uniform grids, and MD simulations. A total of 28631 and 28057 configu-

rations were used to train the 2B PIPs of the CO2–CO2 and CO2–H2O PEFs, respectively.

Corresponding test sets, containing 1569 CO2–CO2 and 1768 CO2–H2O dimer configurations

were also generated from the same sources used for the training sets.

2.3 Fitting procedure

Following the same procedure adopted in the development of MB-pol62–64 and MB-nrg PEFs

for halide-water69 and alkali metal ion-water systems,71 the linear and nonlinear parame-

ters of the PIPs used in both CO2–CO2 and CO2–H2O MB-nrg PEFs were optimized using

linear regression and the simplex algorithm, respectively. For the linear parameters, we em-

ployed the Tikhonov regularization (also known as Ridge regression),92 with a regularization

parameter α = 0.0005, to minimize the total χ2

χ2 =
∑
n∈S

wn[Vpoly(n)− Vref(n)]2 + α2

N∑
i=1

c2
i (13)

Here, Vref are the reference energies, N is the number of linear terms in the PIPs, n is the

number of configurations in the training set S, and the weights wn are defined as

w(Ei) =

{
∆E

Ei − Emin + ∆E

}2

. (14)

In Eq. 14, En is the binding energy of the corresponding dimer n, and ∆E is a parameter

that was set to 15 kcal/mol for both CO2–CO2 and CO2–H2O dimers to guarantee that
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configurations with En > 15 kcal/mol have weights w(En) ≤ 0.25.

2.4 Electronic structure calculations

Atomic charges for both C and O atoms of CO2 were derived from ChelpG93 calculations

carried out with Q-Chem 5.094 for an isolated CO2 molecule at the DFT level with the meta

GGA, hybrid, and range-separated ωB97M-V functional76 in combination with the aug-cc-

pVTZ basis set.95–99 Dipole polarizabilities of the isolated C and O atoms were computed

at the coupled cluster theory with single, double and perturbative triple excitations, i.e.,

CCSD(T), level of theory using the aug-cc-pV5Z95–99 basis set according to the methodology

described in Ref. 98. The corresponding effective atomic polarizabilities for the CO2 molecule

were determined as

αeff = αfree Veff

Vfree
(15)

where Vfree and Veff are the volumes of the isolated C and O atoms, and the effective volumes

of the two atoms in CO2, respectively. Both Vfree and Veff were calculated using the exchange-

dipole moment (XDM) model100–102 as implemented in Q-Chem 5.0.94 The XDM model was

also used to determine the interatomic C6,ij dispersion coefficients in Eq. 9. All XDM

calculations were carried out at the ωB97M-V/aug-cc-pVTZ level of theory. The values of

the C and O charges and polarizabilities, along with the corresponding free and effective

volumes, as well as the Born-Mayer Aij (Eq. 7) and dispersion C6,ij (Eq. 9) coefficients are

reported in the Supporting Information.

All reference energies for the CO2 1B term, and the CO2–CO2 and CO2–H2O 2B terms

were calculated using explicitly correlated coupled cluster theory, i.e., CCSD(T)-F12b,103,104

via a two-point extrapolation105,106 between energy values obtained with the aug-cc-pVTZ

and aug-cc-pVQZ basis sets95–99 for the CO2 monomer, and between energy values obtained

with the aug-cc-pVDZ and aug-cc-pVTZ basis sets95–99 for both CO2–CO2 and CO2–H2O

dimers. Since the aug-cc-pVDZ basis set is relatively small, all dimer energies were corrected

11



for the basis set superposition error (BSSE) using the counterpoise method.107

Optimized structures for (CO2)m and (CO2)m(H2O)n clusters, with m = 1–4, n = 1–4,

and n+m ≤ 4, were obtained using density-fitting second-order Møller-Pleset perturbation

(DF-MP2) theory in combination with the aug-cc-pVQZ basis set.95–99 A gradient conver-

gence threshold of 10−6 a.u was used in these optimizations. All CCSD(T)-F12b and DF-MP2

calculations were carried out with MOLPRO, version 2015.1.108

Reference data for individual many-body contributions to the total interaction energies

of the optimized (CO2)m and (CO2)m(H2O)n clusters were calculated at the CCSD(T)-F12b

level of theory using the SAMBA approach.106 Specifically, 1B and 2B contributions were

obtained from a two-point extrapolation between energies computed using the aug-cc-pVTZ

and aug-cc-pVQZ basis sets, while 3B and 4B contributions were obtained from a two-point

extrapolation between energies computed using the aug-cc-pVDZ and aug-cc-pVTZ basis

sets. Local BSSE corrections, corresponding to computing the kth contribution to the jth-

body term by applying counterpoise corrections only to atoms belonging to the kth cluster,

were applied to the calculations of all 1B to 4B terms.

3 Results

3.1 Assessment of TTM-nrg and MB-nrg accuracy

Correlation plots between the CCSD(T)-F12 reference values and the TTM-nrg (panel a) and

MB-nrg (panel b) CO2 1B energies calculated for the test set are shown in Fig. 1. The root-

mean squared deviations (RMSDs) associated with the two PEFs are 0.7116 kcal/mol and

0.0041 kcal/mol, respectively. Although, the MB-nrg 1B term exhibits higher accuracy and

effectively reproduces CCSD(T)-F12 reference data over the entire energy range considered

in this study, it should be noted that, because of the low-dimensionality of the underlying 1B

potential energy surface and negligible coupling between bending and stretching vibrations,

the TTM-nrg PEF provides a reasonably accurate description of the CO2 distortion.
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Figure 1: Panels a-b: Correlation plots between the CCSD(T)-F12b reference data and the
TTM-nrg (panel a) and MB-nrg (panel b) 1B energies calculated for the CO2 test set.

The differences between the TTM-nrg and MB-nrg PEFs become more pronounced at the

2B level for both the CO2–CO2 and CO2–H2O dimers as demonstrated by the corresponding

correlation plots shown in Fig. 2. For this analysis, the test sets are divided in configu-

rations with low (below 40 kcal/mol, orange and light green for CO2–CO2 and CO2–H2O,

respectively) and high (above 40 kcal/mol, red and dark green for CO2–CO2 and CO2–H2O,

respectively) binding energies (BEs), which are defined as the differences between the dimer

energies and the energies of the individual monomers in their optimized geometries. Con-

sidering only configurations with low BEs, the RMSDs associated with the TTM-nrg and

MB-nrg PEFs for the CO2–CO2 dimer are 0.524 kcal/mol and 0.060 kcal/mol, respectively.

The correlation plots shown in Fig. 2a-b demonstrate that, while the MB-nrg PEF accurately

predicts the interaction strength over the entire energy range, the TTM-nrg PEF tends to

underestimate (overestimate) the interaction strength for configurations with low (high) in-

teraction energies. This implies that the TTM-nrg PEF is unable to correctly reproduce the

anisotropy of the multidimensional potential energy surface, predicting relatively more re-

pulsive interactions for CO2–CO2 configurations in the neighborhood of the minimum-energy
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Figure 2: Panels a-b: Correlation plots between the CCSD(T)-F12b reference data and the
TTM-nrg (panel a) and MB-nrg (panel b) 2B energies calculated for the CO2–CO2 test set.
Panels c-d: Correlation plots between the CCSD(T)-F12b reference data and the TTM-nrg
(panel a) and MB-nrg (panel b) 2B energies calculated for the CO2–H2O test set. Orange
and red red squares for TTM-nrg, and light and dark green squares for MB-nrg correspond to
dimer configurations with binding energies smaller and larger than 40 kcal/mol, respectively.

structure. Similar trends are observed in the correlation plots for the CO2–H2O 2B terms

shown in Fig. 2c-d. In this case, the RMSDs associated with low binding energy dimers are

0.705 kcal/mol and 0.073 kcal/mol for the TTM-nrg and MB-nrg PEFs, respectively.
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The differences between the TTM-nrg and MB-nrg 2B energies for CO2–CO2 and CO2–

H2O dimers with larger binding energies emphasize the limitations of purely classical rep-

resentations of many-body effects at short range. As discussed in Refs. 69 and 71, these

limitations are directly related to the inability of purely classical polarizable models, such as

the TTM-nrg PEFs, to correctly reproduce quantum-mechanical effects (e.g., Pauli repulsion,

charge transfer and penetration) in regions where the electron densities of two monomers

overlap. These limitations are overcome in the MB-nrg PEFs through the introduction of

PIPs whose flexibility and data-driven nature allow for a quantitative description of 2B

energies over a wide range of dimer configurations.

3.2 Many-body decomposition

After demonstrating that the MB-nrg PEFs can quantitatively represent 1B and 2B energies

for both neat CO2 and CO2/H2O mixtures, it remains to determine if all higher-body contri-

butions in Eq. 1 can be correctly represented in terms of classical many-body polarization as

described in Section 2.1. In this context, it should be noted that previous studies of many-

body effects in aqueous systems indicated that an explicit representation of 3B energies is

necessary to guarantee an accurate description of structural, thermodynamic, dynamical and

spectroscopic properties of water75,109–111 as well as halide–water69,79,81–85 and alkali-metal

ion–water71,80,86 interactions in the gas phase and in solution. In particular, it was found that

significant error cancellation between different terms of the MBE affects the performance of

common force fields and DFT models for water.74,109,111,112

To investigate the ability of the TTM-nrg and MB-nrg PEFs to represent many-body ef-

fects beyond the 2B term in Eq. 1, we decomposed the interaction energies of the (CO2)m(H2O)n

clusters, with m+n ≤ 4, shown in Fig. 3 into individual many-body contributions calculated

using the SAMBA approach106 as described in Sec. 2.4. The SAMBA reference energies for

the individual many-body terms are listed in Table 1. While the 3B energies in small (CO2)m

clusters are, on average, less than ∼1% of the total interaction energies, the corresponding
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(CO2)2(H2O)
Figure 3: Structures of the (H2O)m(CO2)n clusters, with n + m ≤ 4, examined in this study.
The images were drawn using Jmol.113

terms in mixed (CO2)m(H2O)n clusters may contribute up to ∼13% to the total interac-

tion energies, indicating that the presence of the water molecules increases significantly the

impact of many-body effects in mixed clusters. In both neat and mixed clusters, the 4B

energies are always less than 0.1% of the total interaction energies.

To further quantify the ability of the TTM-nrg and MB-nrg PEFs to correctly reproduce

many-body effects in neat CO2 and mixed CO2/H2O systems, Figs. 4 and 5 report the

TTM-nrg and MB-nrg deviations from the corresponding SAMBA reference energies (Table

1) for each MBE term calculated for the optimized clusters shown in Fig. 3. For comparison,

also shown are the deviations calculated at the DF-MP2/aug-cc-pvqz and ωB97M-V/aug-cc-

pvqz levels of theory. It should be noted that our previous analyses showed that, among the

existing functionals, ωB97M-V consistently provides the closer agreement with CCSD(T)

reference data for molecular interactions in aqueous systems.69,71,81,82,111
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Table 1: SAMBA many-body energies (in kcal/mol) for the (H2O)m(CO2)n clusters, with n
+ m ≤ 4, examined in this study.

Cluster 2B 3B 4B

(CO2)2 -1.495 – –
(CO2)3 -4.010 0.043 –
(CO2)4 -7.287 -0.027 0.003

(H2O)(CO2) -2.961 – –
(H2O)2(CO2) -9.537 -0.929 –
(H2O)3(CO2) -17.963 -2.346 0.070
(H2O)(CO2)2 -6.779 0.265 –
(H2O)2(CO2)2 -13.829 -1.067 0.039
(H2O)(CO2)3 -10.724 -0.184 0.017

As expected from the analysis of the correlation plots in Fig. 2, the TTM-nrg PEFs display

large positive deviations (up to ∼5 kcal/mol) at the 2B level. This implies that the TTM-

nrg PEFs underestimate 2B contributions which, on average, make up for ∼90% of the total

interaction energies (see Tables 1). Importantly, the TTM-nrg deviations from the SAMBA

reference data become larger as the number of CO2 molecules in the clusters increases but

remain effectively unchanged as a function of the number of H2O molecules. This is a direct

manifestation of the different accuracy with which CO2–H2O and H2O–H2O interactions are

described in the TTM-nrg PEF, with the former being represented by a purely classical

polarizable model and the latter by the explicit many-body MB-pol PEF.62–64 This becomes

even more evident from the analysis of the deviations associated with the MB-nrg PEF

which, combining an explicit representation of 2B CO2–CO2 interactions with the MB-pol

PEF for water, is able to correctly reproduce the SAMBA reference data for both (CO2)m

and (CO2)m(H2O)n clusters.

As discussed in Section 2.1, both the TTM-nrg and MB-nrg PEFs describe 3B and

higher-body contributions through the same classical many-body polarization term, which is

shown in Figs. 4 and 5 to be sufficient to represent these higher-order interactions. However,

closer inspection indicates that the 3B deviations for the (CO2)(H2O)3 cluster are ∼0.25
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Figure 4: Deviations from the SAMBA reference values for individual terms of the MBE in
Eq. 1 calculated at the DF-MP2, ωB97M-V, TTM-nrg, and MB-nrg levels of theory for the
(CO2)n clusters, with n ≤ 4, shown in Fig. 3.

Figure 5: Deviations from the SAMBA reference values for individual terms of the MBE in
Eq. 1 calculated at the DF-MP2, ωB97M-V, TTM-nrg, and MB-nrg levels of theory for the
(CO2)m(H2O)n clusters, with m+ n ≤ 4, shown in Fig. 3.
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kcal/mol which, corresponding to ∼10% of the total interaction energy, suggests that an

explicit 3B (CO2)(H2O)2 term may be necessary for a strictly quantitative representation of

the interactions in some of the mixed CO2/H2O clusters.

The comparisons with results obtained at the DF-MP2/aug-cc-pvqz and ωB97M-V/aug-

cc-pvqz levels of theory indicate that MB-nrg overall provides the most accurate description

of both neat CO2 and mixed CO2/H2O clusters. DF-MP2 systematically underestimates 2B

contributions (i.e., it displays positive 2B deviations) while it represents higher-body terms

with similar accuracy as the TTM-nrg and MB-nrg PEFs. Although ωB97M-V provides

better agreement with the SAMBA reference data than DF-MP2 for the (CO2)m(H2O)n

clusters examined in this study, it should be noted that it benefits from nearly perfect error

cancellation between 2B and 3B deviations, which systematically exhibit opposite signs for

both neat CO2 and mixed CO2/H2O clusters.

3.3 Comparisons with experiments

Although the analyses reported in the previous sections allow for quantitative comparisons

between CCSD(T)-F12b reference data and the corresponding TTM-nrg and MB-nrg values,

interaction and many-body energies not directly measurable. To provide further insights

into the ability of the TTM-nrg and MB-nrg PEFs to describe both neat CO2 and mixed

CO2/H2O systems, in this section we present comparisons with experimental data available

for both gas- and condensed-phase properties. Considering the poor performance of the

TTM-nrg PEFs in representing many-body effects in (CO2)m and (CO2)m(H2O)n clusters,

the following analyses are carried out for the MB-nrg PEF only.

A direct probe of the multidimensional 2B energy landscape is provided by the second

virial coefficient,

B2(T ) = −2π

∫ (〈
e
−V 2B(R)

kBT

〉
− 1

)
R2dR (16)

where V 2B is the 2B term in Eq. 1, kB is the Boltzmann constant, and R is the distance
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Figure 6: Comparisons between available experimental data for the second virial coefficients,
B2(T ), for CO2-CO2 (panel a) and CO2-H2O (panel b) and the corresponding values calcu-
lated with the MB-nrg PEFs as a function of temperature.

between the monomer centers of mass. In our analysis, the integral in Eq. 16 was calculated

numerically using the trapezoidal rule with an integration step of 0.05 Å and 120,000 dimer

configurations generated via Monte Carlo sampling for each radial grid point. Fig. 6 shows

that the B2(T ) coefficients calculated with the MB-nrg PEFs are in good agreement with the

available experimental data for both CO2–CO2
114–116 and CO2–H2O.117,118 In this regard, it

should be noted that, although there are some discrepancies between different experimental

measurements of B2(T ) for CO2-H2O, the values calculated with the MB-nrg PEF are in

agreement with the most recent sets of data.118

To assess the ability of the MB-nrg PEF to predict condensed-phase properties, many-

body molecular dynamics (MB-MD) simulations119 were carried out for three liquid mixtures:

1) neat CO2, 2) a dilute solution of H2O in CO2, and 3) a dilute solution of CO2 in H2O.

All MB-MD simulations were carried in periodic boundary conditions using the MBX soft-

ware (version 0.2.0),120 combined with the i-PI (version 2.0) driver for MD simulations.121

For liquid CO2, the MB-MD simulations were carried out in the isothermal-isobaric (NPT)

ensemble (N: constant number of molecules, P: constant pressure, T: constant temperature)

at a temperature of 300 K and pressures of 0.25 GPa and 0.47 GPa for which X-ray diffrac-

tion data are available.35 The temperature and the pressure were controlled by a Langevin
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Figure 7: Comparison between experimental (squares) and simulated (green) molecular ra-
dial distribution functions (RDFs), g(R), of liquid CO2 at 0.25 GPa (left panel) and 0.47 GPa
(right panel).0.25 GPa and 0.47 GPa. Also shown are the simulated individual atom–atom
RDFs (C-C: blue, C-O: yellow, O-O: red). The experimental data were taken from Ref. 35.

thermostat with a relaxation time of 0.025 ps and a Langevin barostat with a relaxation

time 0.25 ps, respectively. The equations of motion were propagated with a timestep of 0.2

fs and the radial distribution functions (RDFs) were calculated by averaging over 200 ps.

Fig. 7 shows comparisons between the experimentally derived and simulated molecular

radial distribution functions (RDFs) for liquid CO2 at the two pressures investigated in

this study. Also shown are the individual atom–atom RDFs calculated from the MB-MD

simulations. Following Ref. 35, the X-ray weighted molecular RDFs were calculated as

gmol(R) =
(
K2

CgCC(R) + 4K2
OgOO(R) + 4KCKOgCO(R)

)
/Z2

tot (17)

where gCC(R), gOO(R), and gCO(R) are the C–C, C–O, and O–O RDFs, respectively, KC

= 5.69 and KO = 8.15 (corresponding to a Qmax = 90 nm−1), and Ztot = ZC + 2ZO, with

ZC and ZO being the C and O atomic numbers, respectively. As discussed in more detail

in Ref. 35, it should be noted that the peaks in the experimental gmol, especially that at

∼2.3 Å corresponding to the intramolecular O–O spatial correlation, appear broader due to

finite truncation of the Fourier transform of the structure factor which is the quantity directly
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Figure 8: Radial distribution functions, g(R), for dilute solutions of H2O in CO2 (panel a)
and CO2 in H2O (panel b). Atom labels: C = CO2 carbon, O = CO2 oxygen, Ow = H2O
oxygen, Hw = H2O hydrogen.

accessible by X-ray diffraction measurements. Overall good agreement is found between the

experimental and simulated gmol at both 0.25 GPa and 0.47 GPa, which provides evidence

for the accuracy of the MB-nrg PEF in modeling the properties of liquid CO2. A systematic

investigation of the structural and thermodynamic properties of CO2 in the condensed phase

as predicted by the MB-nrg PEF will be the subject of a future study.

For the dilute solution of H2O in CO2, the MB-MD simulations were carried out in

the isothermal-isochoric (NVT) ensemble (N: constant number of molecules, V: constant

volume, T: constant temperature) at a temperature of 298.15 K and a density of 0.916

g/cm3, corresponding to the experimental density of liquid CO2 at 0.02 GPa. The MB-MD

simulations were carried out for 1.5 ns adopting the same Langevin thermostat and timestep

used for the simulations of liquid CO2. The atom–atom RDFs shown in Fig. 8a indicate
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significant structural reorganization of the CO2 molecules around the H2O molecule, which

can be better characterized from the analysis of the two distinct peaks in the CO2 carbon–

H2O oxygen (C-Ow) RDF. Specifically, the first peak at ∼3.0 Å corresponds to configurations

in which the C atom of a CO2 molecule interacts with the O atom of the water molecule

while the second peak at ∼4.0 Å corresponds to configurations in which the water molecule

forms hydrogen bonds with the O atoms of the surrounding CO2 molecules. The formation

of hydrogen bonds between H2O and the surrounding CO2 molecules is further confirmed by

the presence of the shoulder at ∼2.2 Å in the O–Hw RDF.

For the dilute solution of CO2 in H2O, the MB-MD simulations were carried out for

680 ps in the NVT ensemble at a temperature of 298.15 K and a density of 0.997 g/cm3,

which corresponds to the experimental density of liquid water at 1 atm, using the same

Langevin thermostat and timestep as for neat liquid CO2 and H2O in CO2. The atom–atom

RDFs shown in Fig. 8b indicate the structure of liquid water remains largely unperturbed

by the presence of the CO2 molecule. This can be easily explained by considering the

difference in interaction strengths between the CO2–H2O (-2.961 kcal/mol) and H2O–H2O (-

4.952 kcal/mol)62 dimers, with the latter dominating and largely favoring hydrogen bonding

between water molecules. This is manifested in the absence of the two distinct peaks in the

C-Ow) RDF and the shoulder at ∼2.2 Å in the O–Hw RDF.

Overall, the MB-nrg simulated RDFs shown in Figs. 8 for both dilute solutions of H2O in

CO2 and CO2 in H2O are in qualitative agreement with the corresponding RDFs calculated

in Ref. 50 using a molecular model specifically optimized to reproduce the properties of

CO2/H2O liquid mixtures. A detailed analysis of CO2/H2O liquid mixtures as a function of

temperature, pressure, and mole fractions will be the subject of a forthcoming publication.
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4 Conclusions

In this study, we have introduced many-body PEFs for neat CO2 and mixed CO2/H2O sys-

tems developed within the TTM-nrg68,70 and MB-nrg69,71 frameworks. While both TTM-nrg

and MB-nrg PEFs build upon the MB-pol PEF for water,62–64 and adopt the same functional

forms to describe permanent electrostatics, polarization, and dispersion, they differ in the

representation of short-range contributions, with the TTM-nrg PEFs relying on conventional

Born-Mayer expressions and the MB-nrg PEFs employing multidimensional permutationally

invariant polynomials.

The accuracy of the TTM-nrg and MB-nrg PEFs has been assessed through a systematic

analysis of the interaction and many-body energies calculated for (CO2)m(H2O)n clusters,

with m+n ≤ 4, as well as through comparisons with available experimental data for the CO2-

CO2 and CO2-H2O second virial coefficients and structural properties of various CO2/H2O

liquid mixtures. Our analysis demonstrates that the MB-nrg PEFs quantitatively reproduce

reference data obtained at the coupled cluster level of theory, the current “gold standard”

for molecular interactions,122 without relying on error cancellation and correctly predict

both gas- and liquid-phase properties. As for the MB-nrg PEFs describing the interactions

of halide68,69 and alkali-metal ions70,71 with water, the level of accuracy achieved by the

MB-nrg PEFs for neat CO2 and mixed CO2/H2O systems can be traced back to their ability

to correctly represent individual many-body contributions to the interaction energies.

Future studies will focus on the characterization of the phase behavior of CO2/H2O

fluid mixtures as a function of temperature, pressure, and composition, in the bulk and

in confinement as well as on the extension of the MB-nrg framework to the modeling of

multicomponent systems of arbitrary (small) molecules.
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5 Supplementary Material

Tables listing all parameters of the TTM-nrg PEFs for CO2, CO2–CO2 and CO2–H2O, as well

as all distances and associated ξ variables used in the permutationally invariant polynomials

of the corresponding MB-nrg PEFs.
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