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ABSTRACT
Density functional theory (DFT) has rapidly become the method of choice for the calculation of the electronic structure of atoms and molecules in both the teaching and the research environments. Despite a long history of successes in both fields, DFT still retains several limitations due to the fact that it relies on approximations. Advances on the research side have recently contributed to understand and reduce several of these limitations. The most important results have been obtained in the last two decades by using large databases of accurate data. These databases provided a better understanding of the limitations of current approximations and facilitated the development of more accurate ones. The educational literature, on the other side, has unfortunately remained behind. It is still common, in fact, to find computational laboratory courses that use outdated approximations, without providing a clear report of their limitations, and also failing to mention the modern alternatives. This article introduces a laboratory notebook for a computational chemistry course based on recent advances in DFT research. New approximations and neglected techniques are presented and discussed using data from modern research databases. The course is aimed at upper undergraduate and graduate students, but it includes enough research examples to be interesting for occasional practitioners and beginner researchers as well.

INTRODUCTION
Computational chemistry has benefitted from the increase in power and performance of computers in the past decades, and improvements have been so fast that it is now common to find undergraduate and graduate laboratories\textsuperscript{1–36} where calculations can be run on simple desktop computers, or even on laptops. The main goal of these activities is to introduce students to the common practices in the field of computational chemistry. Many laboratories include geometry optimizations and frequency calculations at different levels of theory, specifically semi-empirical\textsuperscript{37} or Hartree–Fock (HF) methods,\textsuperscript{38,39} as well as density functional theory (DFT).\textsuperscript{40} There is no doubt that these activities are important in education, but most of them unfortunately suffer of at least one of two major drawbacks: 1) they are either too introductory in nature, downplaying the difficulties of performing calculations in a research environment, or 2) they do not reflect the most recent advances in the research community. A survey of the current educational literature
reveals how introductory material presents calculation in a simplified manner (for example by using simple graphical interfaces and outdated methods\cite{1,2,4-6,8,13,18,21,23,28,41}), devaluing the role of computational chemistry in chemical research, while more advanced material that uses DFT still fails to suggest approximations developed in the last two decades\cite{2,3,7,9-11,14-18,21,22,24-27,29-36,42-44}, neglecting two decades of significant research advances.

Introductory laboratory courses in other fields of chemistry usually adopt a more cautious approach.\cite{45-47} For example, in the analytical chemistry laboratory, the challenge of manual titrations is often initially preferred to more modern automatic techniques. They are conceptually simple experiments, but they are complicated by the usage of manual equipment (often obsolete in modern research laboratories), so that the students can realize the importance of being attentive in the laboratory environment, as well as the struggles to get reliable and accurate experimental data. In most advanced courses, however, modern instrumentation are introduced and used\cite{49-51} so that the advanced students are aware of their strengths and limitations in the research setting. On the other hand, in the introductory computational chemistry laboratories many efforts are spent to make the field look more appealing than it is in reality. In many introductory computational laboratories, students learn basic commands to run calculations on molecules that are usually small and uncomplicated. Moreover, most courses are specifically designed to be used with a specific program, usually Spartan\cite{52} or Gaussian.\cite{53} Unfortunately, within these simple (mostly graphical) environments, students learn how to perform calculations “the easy way”, instead of learning how to be aware of the difficulties associated with a computational experiment. Advanced courses do not rectify this misconception either, spreading the wrong message that “if you own a computer, you can run a quantum chemical calculation”. This does not reflect the day-to-day life of a researcher in the field. Computational chemists often struggle in their research between different software, complicated command line interfaces, and wildly discordant results that do not match experiments.

While DFT is becoming ubiquitous throughout the entire chemistry literature, several aspects of its modern research are often neglected by the educational side as well. For example, the essential developments in the approximations to the exchange–correlation functional (from here on, simply abbreviated as \(xc\) functionals) that happened in the last two decades, are usually completely neglected by most educational courses. Several of these new advances have been facilitated by the development of large databases of accurate data of broad chemical interest.\cite{54-59} For example, topics at the center of the last decades of DFT research, such as dispersion corrections,\cite{60-65} broadly applicable meta-GGA functionals,\cite{55,56,66-68} and functionals for strong correlation,\cite{54,55,69-74} are not even presented to students until their post-educational development. Introducing such important topics to DFT students early on in their educational program has the benefit of reducing a potentially dangerous oversight. It is important to stress out at this stage, that it is not our objective to disregard reliable older approximations and laboratory experiences, nor to provide answers on how to solve all the issues that might arise in DFT calculations. For several simple cases, in fact, thirty or forty years old \(xc\) functionals—such as the popular B3LYP approximation---are perfectly capable of providing accurate answers. However, it is our purpose to show that these older \(xc\) functionals sometimes fail to provide reliable results, and newer and more advanced methods are indeed available. Moreover, for relatively unknown systems, we simply cannot predict in advance whether older \(xc\) functionals are going to be reliable or not. Another goal is to introduce some of these issues relatively early in the students computational training, so we can educate new practitioners that are better informed on the challenges of computational chemistry. A new generation of knowledgeable computational scientists will promote the development of new ideas and the search for expert advice when complicated cases emerge. Using the analogy to the introductory wet laboratory courses once again, often the overall pedagogical message of such courses is not that everybody can do complex chemical experiments, but rather to provide a tool to judge situations when it is necessary to seek the guidance of an expert. Our aim with this work is to replicate this strategy for computational laboratories as well.

**PEDAGOGICAL APPROACH AND OBJECTIVES**

In order to bridge the gap between developers and users of computational chemistry, we present here a new set of computational experiments that are coming directly from DFT research. All of the data for the experiments are taken from the
The experiments are selected by keeping in mind students and educators who are interested in learning and teaching computational chemistry from a more cautious point of view. All calculations require a software that can handle Kohn–Sham density functional theory (KS–DFT) calculations. They can be run on either commercial or open-source quantum chemistry programs, as long as the software includes the most common \(\text{xc}\) functional approximations. The choice of whether to use a graphical user interface (GUI) or not, is left to the instructor. In general, we tested all the calculations with Gaussian\textsuperscript{53} and Q-Chem\textsuperscript{79} using their corresponding command line interfaces. We have also successfully used the IQmol\textsuperscript{80} GUI to plot the orbitals, but the experiments are simple enough to be easily ported to any other GUI. Regardless of the choice of software, all calculations are small enough to run on a desktop or a laptop computer, but the experiments are challenging enough to make the outcomes interesting to discuss. The main pedagogical objective of the experiments is to deliver a better understanding of what questions computational chemistry (DFT in particular) can, or cannot, answer.

The delivery mechanism that we chose is a laboratory notebook composed of 14 weekly experiments that can be used as a guide to complement a one-semester (14–16 weeks) computational chemistry course on density functional theory for advanced undergraduate or graduate students. The notebook has been successfully tested in the Special Topics in Physical Chemistry course taught by the Corresponding Author since 2016 in the Fall Semester of the Chemistry Program at Florida Tech. This course is dual listed for upper level (fourth year) undergraduate and graduate students, and it is specifically focused on practical aspects of DFT calculations. Within the Florida Tech Chemistry curriculum, the Special Topics course follows the Advanced Physical Chemistry course, which is taught also by the Corresponding Author during the preceding Spring Semester. The theoretical foundation of density functional theory is established in the Advanced Physical Chemistry course and predates the usage of this notebook. Therefore, we do not recommend using this notebook alone as a first introduction to computational chemistry, unless it is accompanied by a theory class where the foundation is established. The theory class can either happen in the prior semester—as is the case at Florida Tech—or concurrently. For this reason, there is no experiment specifically focused on the explanation of the theoretical foundations, but rather they are assumed as already established. Examples of pre-requisite notions are: the nature of the many approximations to the \(\text{xc}\) functional, the definition of a basis set, the construction of a real-space integration grid, and charge and orbital-localization techniques.

**STRUCTURE OF THE NOTEBOOK**

This laboratory notebook is intended mainly as a guide for beginners or non-experts in the field, however, some of the experiments can be useful for experts in a research environment as well, since they highlight several overlooked aspects of DFT. The structure of the notebook is summarized in Table 1, including the corresponding learning objective for each experiment. The notebook begins with an introductory experience (Experiment 0), where the students are introduced to computational databases, the basic concepts on how to classify \(\text{xc}\) functionals,\textsuperscript{81} and the typical associated jungle of acronyms. As a suggestion, the students are also referred to read at least one of the modern reviews on DFT\textsuperscript{57,82–86} before starting the laboratory. The rest of the notebook is divided into two parts: the first part deals with common pitfalls in the choice of the method for a DFT calculation (experiment 1–7), while the second part delves deeper into neglected details and misused techniques (experiment 8–14).

**Notebook Part 1 (1–7): Pitfalls in the choice of the method**

The term “method” is used throughout the notebook to indicate a specific combination of \(\text{xc}\) functional and basis set. The first three experiments include organic and inorganic reactions to demonstrate that selecting an \(\text{xc}\) functional is not necessarily an easy task. Even systems that might appear simple from a chemical perspective—like calculating the rotational barrier of ethane or the difference in energies of a Diels–Alder reaction—can be challenging for some \(\text{xc}\) functional. Each experiment deals with a set of reactions that can be classified as easy
Table 1. Structure of the laboratory notebook and corresponding learning objective.

<table>
<thead>
<tr>
<th>Week</th>
<th>Experiment:</th>
<th>Learning Objective:</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>A Note on Choosing a Good Functional</td>
<td>Classify xc functionals</td>
</tr>
<tr>
<td>1</td>
<td>Applying DFT to Organic Chemistry – Part A</td>
<td>Common traps in the selection of xc functionals</td>
</tr>
<tr>
<td>2</td>
<td>Applying DFT to Organic Chemistry – Part B</td>
<td>Common traps in the selection of basis sets</td>
</tr>
<tr>
<td>3</td>
<td>Difficult Cases for DFT</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Basis Set Incompleteness Error</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Basis Set Superposition Error</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Review of Modern Basis Sets</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Why is the B3LYP/6-31G* Level of Theory So Successful?</td>
<td>Limitations of B3LYP/6-31G* and error cancellation</td>
</tr>
<tr>
<td>8</td>
<td>Integration Grids 1: The Argon Dimer</td>
<td>Integration grids</td>
</tr>
<tr>
<td>9</td>
<td>Integration Grids 2: The Case of But-2-yne</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Stability Analysis and Transition Metals</td>
<td>Stability analysis</td>
</tr>
<tr>
<td>11</td>
<td>Analysis of Atomic Charges</td>
<td>Different flavors of atomic charges</td>
</tr>
<tr>
<td>12</td>
<td>Localized and Delocalized Orbitals</td>
<td>Orbitals meaning and usage</td>
</tr>
<tr>
<td>13</td>
<td>Comparison with Experimental Results</td>
<td>Required corrections to compare with experimental values</td>
</tr>
<tr>
<td>14</td>
<td>Evaluation/Test: Collaborative Project</td>
<td>Setting up and running simple calculations, but knowing when to seek for an expert</td>
</tr>
</tbody>
</table>

(Experiment 1), medium (Experiment 2), and hard (Experiment 3). Particular emphasis is put on the fact that there is no recipe to determine in advance to which class a specific chemical problem belongs to, hence no strategy for predicting the performance of an xc functional a priori. A method that is perfectly suitable for one specific chemical problem (such as studying the rotational barrier in ethane in Experiment 1), can be incapable of providing reasonable results for a similarly complicated system (such as the Diels–Alder reaction in Experiment 2). Experiment 3 includes reactions that are notoriously difficult for most xc functionals and is intended as a warning for students to seek expert advice in cases where different methods provide wildly discordant results.

The following three experiments use a similar approach to discuss about basis sets. In the first two experiments the two main errors associated with the selection of a necessarily truncated basis set are presented and analyzed: the basis set incompleteness error (BSIE, Experiment 4), and the basis set superposition error (BSSE, Experiment 5). In Experiment 6 students will learn how basis sets of triple-ζ quality are necessary to obtain accurate results for several energies, and will analyze the adequacy of different families of basis sets for DFT calculations. The Pople family, for example, is the most used basis set in the education literature. However, a recent study demonstrates that it is not optimal for DFT. Similarly, the Dunning family has been optimized specifically for correlated wave function methods, but its members usually contain an unnecessarily large number of basis functions for DFT calculations. For these reasons, we suggest moving away from Pople's and Dunning's basis sets in favor of basis sets that are specifically optimized for DFT—like the ones from Ahrlich's or Jensen— which are the basis set of choice for all the remaining calculations in the notebook.

The first half of the notebook concludes with an experiment specifically designed to show the limitations of the popular B3LYP/6-31G* method. Despite many documented failures in various areas of chemistry, the B3LYP/6-31G* hybrid functional used in combination with the 6-31G* basis set is the de facto standard for calculations involving organic molecules, especially for teaching purposes. While B3LYP/6-31G* is perfectly fine for some simple system, many laboratory notebooks use it even for...
reactions that are known to be problematic for this functional and basis set. In Experiment 7, the students will review the calculations from experiments 1, 2, and 3 using B3LYP and the 6-31G* basis set to highlight successes and failures. We believe it is time to train a new generation of chemists to be aware of the limitations of B3LYP/6-31G*, and to seek better methods for problematic cases.

**Notebook Part 2 (8–14): Neglected details and misused techniques**

The second portion of the notebook is dedicated to details of DFT calculations and accessory techniques that are often overlooked by occasional practitioners. Experiment 8 and 9 explore the limitation of the integration grids. In Experiment 8, students understand that the choice of an integration grid can have a significant impact on the quality of electronic energies, as shown for some members of the Minnesota family of functionals, for which a grid of at least 99 radial and 590 angular points is necessary to converge some problematic cases,116–118 Often such grids are not the default that is automatically chosen by quantum chemistry program, but their usage worsen the cost of a calculation only moderately, and they should be preferred over the default parameters in most cases. Experiment 9 is instead focused on the effects of integration grids on the calculation of thermodynamic properties, such as entropies, Gibbs’ free energies and vibrational frequencies.119

Experiment 10 is dedicated to the stability analysis of the final self-consistent-field (SCF) solution. For systems with almost-degenerate low-lying states, the SCF procedure might in fact converge to a state that is not the lowest in energy. This higher energy SCF solution is said to be unstable, while only the lowest energy SCF solution for each spin multiplicity will be stable. Most modern quantum chemistry software includes algorithms to check the stability of the final solution, however they are never included in the default settings, and they are too often forgotten, even by experienced users. While in principle every calculation—even on simple “high-gap” cases—can erroneously converge to an unstable SCF solution, it becomes crucial to perform stability analysis for systems that have several low-lying states, such as transition metals.120,121 After this experiment, students should be aware of this procedure and will hopefully use it in most cases, especially in case of doubts such as transition metals and other potentially “low-gap” systems.

Experiments 11 and 12 deal with two concepts that are used (and sometimes abused) in several field of chemistry: atomic partial charges and molecular orbitals. For example, in organic chemistry the partial charge of an atom is determined after drawing the most meaningful Lewis structure by taking into account valence electrons, electrons shared in a bond, and lone pairs. In computational chemistry, there are many different ways to calculate atomic charges,122 and the students will use the Mulliken123–126 and the ChelpG127,128 charges in Experiment 11. This experiment is designed to show the limitations of these population analysis techniques, and to alert students that the results might vary wildly depending on the chosen technique and method. Another concept that is broadly used in chemistry is the concept of molecular orbitals. An orbital is a single-particle wave function that is used to describe the behavior of one “electron” (or a “pair of electrons”) in an atom or a molecule. A quotation mark around electron is necessary at this point to emphasize the disconnect between the concept of “electron” as used by chemists and its definition as used by physicists.129 Because of their mathematical definition, orbitals can describe the physicist’s electron only in one-electron systems. In a many-electron system, electrons are in principle correlated (i.e. they interact with each other), and because of this interaction, it is not possible to single out the behavior of one of them and describe it with a single-particle wave function. However, it is possible to approximate it by constructing a quasi-particle (which chemists named “electron”), described by a single-particle wave function (orbital) that includes the average interaction with all other similar quasi-particles via a dressed term. While this important distinction is well-known in the theoretical chemistry community,129–131 it is unfortunately too often overlooked by computational practitioners. For this reason, it is important to stress out that orbitals—in particular molecular orbitals—are not real entities, and they certainly cannot be measured.130–132 The molecular orbitals resulting from a calculation are called canonical orbitals. The canonical orbitals in a DFT calculation are built as linear combination of atomic basis functions, and the associated coefficients obtained from a KS-DFT calculation are those that provide the best density at the end of the SCF procedure. However, such coefficients are
invariant to unitary transformations, and consequently they can be localized using different localization schemes. \(^{133-136}\) In Experiment 12, the Boys localization scheme \(^{133}\) is chosen to show that the shapes of the canonical orbitals do not carry any special meaning, \(^{131}\) because they can be manipulated by simple unitary transformations. Similarly, the unoccupied orbitals of molecules are obtained from the symmetry constraint dictated by the occupied orbitals, and they are never optimized in the SCF procedure. For this reason, their shapes have even less physical meaning, and in the case of KS-DFT calculations, even their energies become questionable.\(^{1,2}\)

Finally, Experiments 13 and 14 show how to use DFT calculations to compare results with experimental data. Experiment 13 shows how calculating the dissociation energy of a bond, while conceptually a simple task, might result in several unexpected computational issues. Specifically, the homolytic dissociation of a single bond yields two radical species, which are likely to require a multi-determinant approach, \(^{137}\) and many xc functionals might struggle with them. Students will learn how the calculated total atomization energies of small molecules cannot be directly compared to the respective enthalpies of formation. It is important that the students realize that this is not a limitation of the computational methods themselves, but rather a byproduct of the fact that the computational setup is different than the experimental one. Several corrections that account for such differences must be applied to the calculated data in order for a meaningful comparison. Experiment 14, which is the last experiment in the notebook, is designed as a test for the evaluation of the students’ performance in the entire laboratory course. It is constructed so it can be run as a collaborative project, but it can also be simply converted to an individual test. The task for the students is to perform a complete computational study using the concepts that they learned from the previous experiments. The system under investigation is challenging, but it does not differ significantly from other problems that the students faced in the previous experiments. A passing grade is achieved if the students use a modern xc functional with dispersion corrections and a triple-ζ basis set as a good compromise between accuracy and calculation time. In addition, hopefully the (99,590) integration grid is used, and since the system includes transition metals, also stability analysis.

**CONCLUSIONS**

We presented a new notebook for a semester-long computational chemistry laboratory course containing 14 weekly experiments. This notebook can be integrated with a theory course on density functional theory for advanced undergraduate or graduate students. DFT is becoming the standard method for quantum chemical calculations in both the teaching and research environments. We designed the experiments to demystify important techniques that are too often forgotten by students and occasional practitioners of computational chemistry. All the experiments come from research databases, and they deal with systems of broad chemical interest. To our knowledge, this is the first example of usage of modern computational research databases in an educational environment.

While this notebook is designed mainly as a teaching tool, the selection of real research examples from modern computational databases extends its value well beyond the classroom. Its main strength in the research environment is in line with our initial goal of highlighting what everybody should know when running a DFT calculation. This pedagogical goal is achieved by bringing awareness to the common pitfalls, neglected details, and misused techniques that computational scientists must be aware of when performing DFT calculations.
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