
The influence of polarization on the spectral density
Tim J. Zuehlsdorff,1, a) Hanbo Hong,1 Liang Shi,1, b) and Christine M. Isborn1, c)

Chemistry and Chemical Biology, University of California Merced, Merced, California 95343,
USA

(Dated: 31 October 2019)

Accurate spectral densities are necessary for computing realistic exciton dynamics and nonlinear optical spec-
tra of chromophores in condensed phase environments, including multi-chromophore pigment-protein systems.
However, due to the significant computational cost of computing spectral densities from first principles, re-
quiring many thousands of excited state calculations, most simulations of realistic systems rely on treating
the environment as fixed point charges. Here, using a number of representative systems ranging from solvated
chromophores to the photoactive yellow protein (PYP), we demonstrate that the quantum mechanical (QM)
polarization of the environment is key to obtaining accurate spectral densities and lineshapes within the
cumulant framework. We show that the QM environment can enhance or depress the coupling of fast chro-
mophore degrees of freedom to the energy gap, altering the electronic-vibrational coupling and the resulting
vibronic progressions in the absorption spectrum. In analyzing the physical origin of peaks in the spectral
density, we identify vibrational modes that couple the electron and the hole as being particularly sensitive
to the QM screening of the environment. For PYP, we reveal the need for a careful determination of the
appropriate QM region to obtain reliable spectral densities. Our results indicate that the QM polarization of
the environment can be crucial not just for excitation energies, but also for electronic-vibrational coupling in
complex systems, with implications for the correct modeling of linear and nonlinear optical spectroscopy in
the condensed phase, as well as energy transfer in pigment-protein complexes.

I. INTRODUCTION

The spectral densities that define the system-bath
coupling are the foundation of simulations of exciton
dynamics of multi-chromophore systems and simula-
tions of nonlinear, ultrafast spectroscopy.1–14 Computed
spectral densities of complex systems, such as light-
harvesting pigment-protein complexes, require many
thousands of excited state calculations but reveal fas-
cinating exciton dynamics with the mechanism control-
ling energy transfer in multi-chromophore systems re-
maining controversial.15,16 The environment surrounding
such systems tunes the energy transport;17,18 for exam-
ple, a recent study suggests that the local protein envi-
ronment plays an essential role in driving incoherent vi-
bronic transport between pigments in a phycobiliprotein
complex.12

Accurate spectral densities also open the door to im-
proved computation of condensed phase linear absorp-
tion spectra through the cumulant framework, which
offers multiple advantages over more common tech-
niques. The ensemble approach for computing ab-
sorption spectra19–24 accounts for specific chromophore-
environment interactions, but neglects the dynamic cou-
pling that gives rise to vibronic transitions, leading to
poor spectral lineshapes. The popular Franck-Condon
method25–32 expresses the absorption lineshape in terms
of nuclear wave function overlaps, often computed by ap-
proximating the ground- and excited-state potential en-
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ergy surfaces as harmonic around their respective min-
ima. This formalism does not allow for a straightfor-
ward inclusion of environmental degrees of freedom in
the calculation and the condensed phase environment is
often represented in terms of a classical polarizable con-
tinuum model33–35 that neglects specific chromophore-
environment interactions. Although recent progress has
been made in combining advantages of the ensemble and
Franck-Condon approaches,36–38 a cumulant expansion
of electronic energy gap fluctuations provides an alterna-
tive way to express the linear response function.39 This
cumulant formalism has the advantage that all motion
in the complex system can couple to the electronic en-
ergy gap and both the environment and the chromophore
can be treated on equal footing. This method naturally
captures both specific chromophore-environment inter-
actions as well as the dynamic coupling that leads to vi-
bronic fine structure. The cumulant approach has been
successfully applied in recent years to study electron-
transfer processes, as well as linear spectra of complex
systems, with examples including the absorption line-
shapes of solvated dyes40 and the linear spectrum of a
chromophore embedded in the intercalation pocket of
DNA.41 However, compared to other approaches to com-
puting optical properties of complex systems, such as the
classical ensemble and the Franck-Condon approach, the
cumulant method is computationally expensive, requir-
ing the calculations of thousands of vertical excitation
energies along a sufficiently long molecular dynamics tra-
jectory to converge classical correlation functions of en-
ergy gap fluctuations.40,42

Given the importance of accurate spectral densities for
simulations of linear and nonlinear spectroscopy, as well
as exciton dynamics, and the strong dependencies on the
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solvent environment for specific vibrational modes that
have been observed experimentally in resonance Raman
spectra of push-pull chromophores,43–45 there is a clear
need to investigate how the treatment of the environment
affects the spectral densities. Previous spectral density
calculations have predominantly relied on computational
savings through modeling the environment as fixed point
molecular mechanical (MM) charges.41 This MM charge
model has proven successful for vibrational spectroscopy
and therefore may prove adequate for the electronic-
vibrational coupling required for spectral densities. This
classical condensed phase environment significantly re-
duces the computational cost of calculations, but may do
so at the expense of accurate coupling of the excited state
of the chromophore to electronic degrees of freedom of
the environment. With the advent of large-scale excited
state electronic structure calculations,46–48 it has been
shown that large portions of the environment should be
included in the QM region of the excited state calculation
to compute converged excitation energies and ensemble
absorption spectra in complex systems.6,19,21,23,24,49–52

This spectral shift represents a shift in the average ex-
citation energy, whereas the spectral density measures
the fluctuations of the energy gap about this average.
It is therefore unclear if the QM polarization of the en-
vironment is necessary for simulating accurate spectral
densities and the resulting spectral lineshapes.

In the present work, we go beyond the standard model
of an MM environment for the computation of spec-
tral densities by using large QM regions for the envi-
ronment in our excited state calculations. We study sys-
tems with varying chromophore-environment interaction
strength, including Nile red in different solvents, two an-
ionic chromophores in water, and the photoactive yellow
protein. We compute spectral densities of chromophore-
environment coupling and linear absorption spectra using
a range of different QM region sizes when calculating ver-
tical excitation energies. We suggest guidelines to help
identify the types of complex systems for which QM po-
larization of the environment is essential, which we ex-
pect to be widely applicable to improved first-principles
modeling of linear and nonlinear spectroscopy, as well as
exciton dynamics, in complex systems.

II. THEORY AND COMPUTATIONAL METHODS

A. Theory

In the linear-response regime, the absorption spectrum
of a system, σ(ω), can be written in terms of the linear-
response function χ(t) such that39 (atomic units used
throughout)

σ(ω) =
4πω

3

∫ ∞
−∞

dt χ(t)eiωt. (1)

If the optical response of the system is dominated by a
single bright transition, with no contributions from other

excited states, the linear-response function can be mod-
eled in terms of an effective two-level electronic system
coupled to a bath of nuclear degrees of freedom. Under
the Condon approximation,53,54 stating that the transi-
tion dipole moment µeg from the electronic ground- to
the excited state is independent of the nuclear degrees
of freedom, the linear response function can be written
in terms of a cumulant expansion of fluctuations of the
energy gap operator U(q̂):39

χ(t) = |µeg|2 Tr
[
ρge
−i

∫ t
0
U(q̂,τ)dτ

+

]
= |µeg|2 e−iω

av
egt exp

[
−
∞∑
n=2

gn(t)

]
, (2)

where U(q̂) = He(q̂) − Hg(q̂) is given by the difference
between the Hamiltionians for the electronic ground and
excited state, q̂ is the position operator of nuclear degrees
of freedom, ωav

eg = Tr [ρgU(q̂)] is the ground state thermal
average of the electronic energy gap operator, ρg is the
equilibrium density operator and gn(t) is the nth order
cumulant.

If the fluctuations of the energy operator follow Gaus-
sian statistics, the above expression is exact at second or-
der. Real systems do not generally follow Gaussian statis-
tics, and truncation at second order yields the second-
order cumulant approximation.39,55 Even with trunca-
tion at second order, the cumulant method is able to ap-
proximately capture effects due to anharmonic degrees of
freedom by mapping the energy gap fluctuations to a fic-
titious harmonic bath.38 The linear response function is
then determined by the 2nd order cumulant g2(t), which
can be evaluated as39

g2(t) =

∫ t

0

dτ2

∫ τ2

0

dτ1CδU (τ2 − τ1)

=
1

π

∫ ∞
0

dω
J (ω)

ω2

[
coth

(
βω

2

)
[1− cos(ωt)

−i[sin(ωt)− ωt]
]
, (3)

where CδU (t) = Tr [ρgδU(q̂, t)δU(q̂, 0)] is the quan-
tum autocorrelation function of energy gap fluctuations
δU(q̂) = U(q̂) − ωav

eg and J (ω) is the spectral density.
The spectral density J (ω) can be obtained directly from
the quantum autocorrelation function CδU (t) via

J (ω) = iθ(ω)

∫ ∞
−∞

dt eiωtIm {CδU (t)} , (4)

where θ(ω) is the heaviside step function. However,
CδU (t) is generally inaccessible for any realistic sys-
tem and therefore a range of schemes have been devel-
oped to approximately construct CδU (t) from its purely
classical counterpart Ccl

δU (t) using quantum correction
factors.56–58 A standard choice for a quantum correction
factor is the harmonic approximation, which can be de-
rived by relating the quantum correlation function to its
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Kubo-transformed analogue that has the same symme-
tries as the classical correlation function.59,60 The har-
monic quantum correction factor also guarantees that for
a system with nuclear degrees of freedom described by
a set of linearly coupled harmonic oscillators, the exact
quantum correlation function can be reconstructed from
its classical counterpart.38,61 Under this choice of quan-
tum correction factor, the spectral density J (ω) can be
expressed as

J (ω) = θ(ω)
βω

2

∫ ∞
−∞

dt eiωtCcl
δU (t). (5)

In practice, the classical autocorrelation function of the
energy gap fluctuations can be obtained from comput-
ing vertical excitation energies along a molecular dynam-
ics trajectory of the system propagated on the ground
state potential energy surface (PES).41,42 In realistic sys-
tems, the second-order cumulant approach generally suf-
fers from two sources of error: The truncation of the cu-
mulant expansion at second order and the approximate
reconstruction of a quantum correlation function from
its purely classical counterpart. These different sources
of error have been analyzed in detail for simple model
systems.38

The cumulant method is particularly powerful in com-
plex, condensed-phase systems with a large number of
environmental degrees of freedom coupling to the opti-
cal excitations. The high frequency region of the spec-
tral density showcases the couplings of high frequency
vibrational modes of the chromophore to the energy gap
and is responsible for the vibronic fine structure of the
linear spectrum, whereas the low frequency region de-
scribes collective chromophore-environment modes that
lead to spectral broadening. Other approaches to mod-
eling linear optical spectroscopy37 do not describe both
spectral contributions on the same footing. The ensem-
ble approach19–24 samples uncorrelated chromophore-
environment configurations and thus treats low frequency
spectral broadening in a purely static way, ignoring any
dynamic contributions from high frequency modes. The
scheme does however allow for a fully atomistic repre-
sentation of the environment, and previous studies have
shown the need for large QM regions to fully describe
the polarization between the chromophore and the elec-
tronic degrees of freedom of the environment that lead
to spectral shifts. The Franck-Condon scheme25–32 al-
lows for a dynamic, but usually harmonic, treatment of
chromophore degrees of freedom described by the high-
frequency region of the spectral density, but the approach
does not generally incorporate an atomistic environment.
Thus the Franck-Condon scheme does not account for
any specific chromophore-environment polarization. In
this work we assess how quantum mechanical polariza-
tion affects the spectral densities and linear spectra com-
puted within the cumulant approach. We explicitly dif-
ferentiate between static and dynamic coupling between
the environment and the energy gap fluctuations. We de-
scribe coupling as static if it influences the low frequency
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FIG. 1. The four systems considered in this work: The Nile
red chromophore in different solvent environments; the de-
protonated p-hydroxybenzylidene-2,3-dimethylimidazolinone
(HBDI−),62,63 a GFP model chromophore, in water; the de-
protonated trans-thiophenyl-p-coumarate (pCT−),64 a PYP
model chromophore, in water; and the full photoactive yellow
protein (PYP).

(ω < 100 cm−1) region of the spectral density, thus
mainly affects the broadening of the spectrum. Dynamic
coupling influences the high frequency region of the spec-
tral density and thus directly alters the coupling of chro-
mophore degrees of freedom to the electronic energy gap
that are responsible for the vibronic fine-structure.

B. Condensed phase systems

To demonstrate the influence of the complex environ-
ment on computed spectral densities in realistic systems,
we focus on three chromophores in different atomistic en-
vironments (See Fig. 1). We are interested in analyzing
the coupling between the chromophore and its environ-
ment for a range of different solute-solvent interaction
strengths and types, including both protic and aprotic,
as well as polar and non-polar solvents. We first ex-
amine Nile red, a common solvatochromic dye, in cyclo-
hexane, benzene, acetone, methanol, and water. Next,
we focus on the deprotonated p-hydroxybenzylidene-
2,3-dimethylimidazolinone (HBDI−)62,63 and trans-
thiophenyl-p-coumarate (pCT−)64 chromophores in wa-
ter, which are model chromophores for green fluorescent
protein (GFP) and photoactive yellow protein (PYP),
respectively, and have been the focus of a series of ex-
perimental and theoretical studies in recent years.63–68

Finally, we study the behavior of photoactive yellow pro-
tein (PYP), a small pigment-protein complex that has
been the focus of a detailed study on the influence of
the QM treatment of the protein environment,19 where
it was found that large QM regions of the protein envi-
ronment are necessary in order to obtain converged ex-
citation energies. Its relatively small size (1929 atoms)
makes PYP an ideal model system to study how complex
condensed phase environments couple to the dynamic en-
ergy gap fluctuations, which is of particular relevance for
the study of energy transfer dynamics in pigment-protein
complexes that rely on the computation of spectral densi-
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System Number of MM atoms
Nile red in cyclohexane 17736

Nile red in benzene 9762
Nile red in acetone 13332

Nile red in methanol 10428
Nile red in water 10608
HBDI− in water 5340
pCT− in water 5765
PYP in water 34209

TABLE I. Number of atoms in the MM simulation cell.

ties to describe the system-bath coupling. Each of these
systems has a single bright state of interest in the low
energy region of the linear absorption spectrum.

C. Computational details

To generate trajectories from which to calculate clas-
sical correlation functions of energy gap fluctuations, we
perform force field based classical MD simulations us-
ing the AMBER MD software package.69 For the Nile
red chromophore we use the same force field as was
used in our previous studies,23 which is based on the
generalized AMBER force field (GAFF),70 but with
the dihedral angle controlling rotations of the dimethy-
lamino group around the C-N bond reparameterized
to match density-functional theory (DFT) calculations.
The TIP3P model71 is used for water and for all other sol-
vents we use unmodified GAFF parameters. For HBDI−

in water, we use the same force field as in Ref. 36, which
was again generated using GAFF parameters, but where
the two dihedral angles controlling twists around the con-
jugated backbone were reparameterized using DFT cal-
culations. For pCT− and PYP, we used the same force
fields as described in Ref. 19.

Nile red, pCT−, and HBDI− were placed in large sol-
vent boxes, with the total number of atoms in the MM
simulation cells shown in Table I. A 20 ps temperature
equilibration to 300 K, followed by 400 ps of pressure
equilibration in the the NPT ensemble was performed.
This was followed by a 2 ns production calculation in the
NVT ensemble of which the last 6 ps were extracted for
computing the correlation function. The simulation time
step was 2 fs and a Langevin thermostat with a collision
frequency of 1 ps−1 was used to keep the systems at a
constant temperature. For PYP (PDB file: 1NWZ72),
we took the equilibrated box of the protein solvated in
TIP3P water from Ref. 19 and ran a 20 ps production
calculation in the NVT ensemble at 300 K. The same
Langevin thermostat as for the other systems was used,
but the MD time step was chosen to be 0.5 fs to match
the parameters used in Ref. 19 for the equilibration. The
last 6 ps of the production trajectory were extracted for
the calculation of the classical autocorrelation functions.

From the 6 ps trajectories, snapshots were extracted
every 2 fs, yielding a total of 3000 snapshots per system.

Region 1 Region 2 Region 3 Region 4

FIG. 2. The four different QM regions used for calculating
vertical excitation energies for photoactive yellow protein

For each of those snapshots, vertical excitation energies
were computed for varying QM region sizes. For the chro-
mophores in different solvents, QM regions were defined
by placing spheres with a radius of Rcut on each atom of
the chromophore and including all solvent molecules with
a center of mass within the volume defined by the over-
lapping spheres in the QM region. All solvent molecules
in the MM box not within the QM region defined by a
given choice of cutoff radius were included in the exci-
tation energy calculation as fixed classical point charges,
where the point charges were taken from the MM force
field defining the solvent molecule. For Nile red, four dif-
ferent choices of cutoff radius, Rcut = 0 Å (correspond-
ing to a QM region only containing the chromophore),
Rcut = 4 Å, Rcut = 6 Å and Rcut = 8 Å were used. For
HBDI− and pCT− in water, QM region sizes were de-
fined in the same way, but with Rcut = 0 Å, Rcut = 3 Å,
Rcut = 6 Å and Rcut = 8 Å as the cutoff radius.

For PYP, the QM region in the calculation of vertical
excitation energies can no longer be defined by a simple
cutoff radius around the chromophore, as this would re-
sult in cutting through arbitrary covalent bonds of the
protein environment. Instead, we consider the following
four QM regions (see Fig. 2):

• QM region 1: Chromophore + C-S from the CYS-
69 residue (QM region charge: -1)

• QM region 2: Same as region 1, plus H-bonded
residues GLH-46 and TYR-42, as well as close-
by residues ARG-52, VAL-66, THR-50, TYR-98,
PHE-62, PHE-96, PRO-68, ALA-67 and THR-70
(QM region charge: 0)

• QM region 3: Same as region 2, plus all water
molecules with a center of mass that is within 4 Å
of any atom defined in QM region 1 (QM region
charge: 0)

• QM region 4: Residues 42-70 and 92-106 includ-
ing the protein backbone as well as either C-O or
N-H atoms on adjacent residues to prevent a cut
through the peptide bond. Additionally, all water
molecules with centers of mass within 6 Å of any
atom in QM region 1 are also included in the QM
region (QM region charge: 0).
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Nile Red
0 Å 4 Å 6 Å 8 Å

Cyclohexane 42 122 421 609
Benzene 42 136 339 549
Acetone 42 152 333 588

Methanol 42 194 338 674
Water 42 191 387 708

GFP and PYP model chromophores in water
0 Å 3 Å 6 Å 8 Å

HBDI− 27 75 299 578
pCT− 29 75 337 633

Photoactive Yellow Protein
Region 1 Region 2 Region 3 Region 4

22 159 175 784

TABLE II. Average number of QM atoms in the calculation
of the vertical excitation energies used to construct the energy
gap auto-correlation function.

In places where covalent bonds are cut in the defi-
nition of the QM regions, the QM region atoms were
capped with hydrogens and the MM charges were ad-
justed using the QM/MM functionality73 within the AM-
BER code. This QM region partitioning is roughly con-
sistent with that from Ref. 19, but other QM partitioning
methods74–76 may provide improved results. The average
number of atoms contained in all QM regions is shown
in Table II.

To construct the energy gap correlation functions,
we computed vertical excitation energies for all 3000
snapshots of the 6 ps trajectories for all QM region
sizes. All excited state calculations were performed using
time-dependent DFT (TDDFT) in the Tamm-Dancoff
approximation77 and the CAM-B3LYP78 functional as
implemented in the GPU-accelerated TeraChem code.46

For the Nile red calculations, a 6-31G* basis set79 was
used throughout. Although this basis set is too small to
yield fully converged vertical excitation energies, previ-
ous work68 has shown that it captures the correct dis-
tribution of an ensemble spectrum of vertical excita-
tions. For calculations involving HBDI−, a larger 6-
31+G* basis set79 is used to better capture the more
delocalized electronic excited state of the anion,65 in line
with previous studies focused on modeling its absorption
spectrum.68 For pCT− in water and in its protein envi-
ronment, we again use the 6-31G* basis set, which allows
us to include the entire protein in the QM region with
the same quality basis set as the chromophore.

The vertical excitation energies computed for the 6 ps
trajectories for all systems and QM regions are then
used to construct energy gap autocorrelation functions,
which, after a Fourier transform and the application of
the harmonic quantum correction factor, yield the spec-
tral densities. To ensure well-behaved Fourier trans-
forms, a decaying exponential of the form exp (−|t|/τ)
is applied to all classical correlation functions Ccl

δU (t),
where τ = 500 fs is chosen for all systems, corresponding
to a Lorentzian broadening of all peaks in the spectral

density. Linear spectra were then computed according
to Eqs. 1 and 2. Because the Condon approximation is
only approximately valid in realistic systems, the square
of the transition dipole moment in Eqn. 2 is replaced by
its average value computed over all 3000 snapshots for a
given QM region.

The relatively short 6 ps trajectories are not sufficient
to fully converge spectral densities and linear spectra,
which would require the correct sampling of both the
momentum distribution of high-frequency chromophore
degrees of freedom and low frequency collective environ-
ment degrees of freedom responsible for static broaden-
ing. The fixed MM point charges provide polarization
of the QM ground state electron density, but the QM
environment provides mutual polarization of the chro-
mophore and the environment, as well as polarization
of the transition density. The large QM region also in-
trinsically accounts for charge transfer between the chro-
mophore and the environment as part of what we term
QM polarization. Here we specifically focus on how this
QM polarization influences both low- and high-frequency
features in the spectral density and the resulting linear
absorption spectrum.

III. RESULTS

A. Weak dynamic coupling: Nile red in various solvents

We investigate the dependence of the spectral density
and linear spectrum with QM region size for Nile red
in five different solvents: cyclohexane, benzene, acetone,
methanol, and water. Cyclohexane and benzene are both
non-polar solvents, but previous studies show that some
solute-solvent interaction occurs between benzene and
Nile red in the form of π-stacking.23 Acetone, methanol,
and water are polar solvents, but acetone is aprotic and
expected to only weakly interact with hydrogen-bonding
sites of Nile red, whereas methanol and water are ex-
pected to form hydrogen bonds with the chromophore.
Thus the five solvent environments chosen cover both
strong and weak solvent polarity effects, as well as strong
and weak solute-solvent interactions.

Fig. 3 shows the spectral densities computed for Nile
red in benzene and in water, where different amounts
of the environment are treated at the QM level when
computing vertical excitation energies. The result for all
other solvents can be found in SI section II. For both Nile
red in water and in benzene, the spectral density consists
of a continuous low frequency region that we ascribe to
solvent degrees of freedom and slow collective solvent-
chromophore motion coupling to the chromophore exci-
tation energy, and sharp, high-frequency peaks that we
ascribe to vibrational modes of the chromophore. The
vibrational frequencies in the spectral density are not ex-
pected to precisely match the frequencies that would be
obtained by performing a normal mode analysis of the
chromophore in vacuum or implicit solvent. The rea-
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FIG. 3. Spectral density of Nile red in a) benzene and b)
water for varying sizes of the QM region. The inset shows a
zoom-in of the low frequency region.

son for this is that the full, generally anharmonic, po-
tential energy surface of both chromophore and solvent
degrees of freedom is sampled in the cumulant approach
and anharmonic effects,38 as well as the influence of di-
rect solute-solvent coupling, are encoded in the spectral
density.

From Fig. 3, it is clear that the QM polarization of the
environment has a minor impact on the high frequency
features of the spectral density for Nile red, with a pure
MM representation of the environment producing almost
identical results as a full 8 Å QM region. For Nile red in
benzene, the low-frequency part of the spectral density
up to about 300 cm−1 that is dominated by slow chro-
mophore and solvent degrees of freedom is also invari-
ant with respect to the QM environment. By computing
the effective reorganization energies of the system-bath
coupling for the spectral densities with and without QM
polarization, we find that an MM treatment of the en-
vironment misses only 2% of the reorganization energy
(See SI Sec. III). However, for Nile red in water, the
larger QM regions increase the amount of spectral weight
in the low-frequency region of the spectral density. For
water as the solvent, an MM treatment of the environ-
ment misses about 25% of the reorganization energy, and
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FIG. 4. Linear absorption spectra of Nile red in a) benzene
and b) water as computed from the spectral density for vary-
ing sizes of the QM region.

nearly all contributions added by the QM solvent envi-
ronment are confined to the ω < 100 cm−1 region of the
spectral density (See SI Sec. III). We ascribe this larger
reorganization energy to the much stronger solute-solvent
interactions for Nile red in water that are better described
by a QM representation of the solvent environment.

Fig. 4 shows the linear spectra computed from the
spectral densities of Nile red in benzene and water for
all QM region sizes. For Nile red in benzene, the lin-
ear spectrum shows clear vibronic fine structure, with
a main peak and two smaller peaks of decreasing in-
tensity. Increasing the QM region red-shifts the linear
spectrum, in line with results obtained for spectra com-
puted in the ensemble approach in a previous study.23

The shift of the average excitation energy upon includ-
ing QM polarization is in line with red-shifts commonly
observed when computing ensemble spectra in explicit
solvent environments23,37,52 However, despite the ener-
getic red-shift, the overall shape of the linear spectrum is
essentially unaltered by the QM environment, in agree-
ment with the very minor changes observed in the spec-
tral density. For Nile red in water, the linear spectrum
shows a similar overall red-shift with respect to increas-
ing the QM region size, but there are also differences in
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spectral shape. The spectrum computed in a pure MM
environment shows well-defined vibronic peaks, whereas
the larger QM regions produce a broader spectrum with
smoother vibronic features. This behavior can be at-
tributed to the fact that the high frequency peaks in the
spectral density for Nile red in water that are responsible
for the vibronic fine structure of the spectrum are nearly
unaltered by the QM polarization, and thus are not sen-
sitive to the dynamic coupling provided by the solvent
environment. In contrast, the low frequency region of
the spectral density, which is due to collective solvent
motion and is responsible for the static broadening of
the spectrum, is enhanced with the larger QM regions.

We also computed the linear absorption spectra for
Nile red in cyclohexane, acetone, and methanol, with the
results shown in the SI, section II. For all solvent environ-
ments, the high frequency modes of the spectral density
are insensitive to the QM polarization of the solvent and,
for all solvents apart from water, the low frequency re-
gion of the spectral density also shows little dependence
on the computational treatment of the environment. All
linear spectra red-shift upon increasing the amount of the
environment that is treated as QM due to excited state
polarization. However, the overall shape of the spectra
remains relatively unaltered, apart from the extra broad-
ening observed for Nile red in water, supporting that
Nile red is insensitive to dynamic coupling of the QM
environment to energy gap fluctuations. Although the
spectral shapes of Nile red in solvents apart from water
is nearly invariant with respect to the QM polarization
of the environment, there are clear differences between
the linear spectra in different solvents. The spectrum
in cyclohexane shows the largest degree of vibronic fine
structure, which we ascribe to the weak solute-solvent
interaction leading to small spectral weight in the low
frequency region of the spectral density and therefore a
small degree of solvent broadening. Even though ben-
zene is a non-polar and acetone is a polar solvent, the
increased solute-solvent interaction strength in benzene
due to π-stacking23 leads to comparable solvent broaden-
ing. Methanol, a polar solvent forming hydrogen bonds,
leads to a broadened spectral shape more closely resem-
bling that of Nile red in water. We note again that due
to the short 6 ps trajectory, these spectra are missing the
additional static broadening that would arise from com-
puting the energy-gap correlation function over longer
timescales.

Our calculations demonstrate that for Nile red in less
strongly interacting solvents (i.e., not water), cumulant-
based spectra obtained by computing energy gap cor-
relation functions with the entire environment treated
as classical point charges will likely agree in shape with
those computed with a QM environment. The red-shift
of the spectrum due to increasing QM region size can be
estimated from the average red-shift computed from a
smaller number of snapshots, dramatically reducing the
computational cost associated with a full QM treatment
of the environment in the cumulant approach.

B. Strong dynamic coupling: HBDI− and pCT− in water

Fig. 5 shows the spectral density computed for the
GFP and PYP model chromophore anions in water, again
computed for a 6 ps trajectory and different sizes of the
QM region. As with Nile red in water, the low fre-
quency regions of the spectra show enhancement when
going from classical point charges to QM polarization
of the environment. This increased static polarization
can be quantified by computing the cumulative differ-
ence in reorganization energy between the spectral den-
sity computed with the large QM environment and the
spectral density computed for MM point charges, which
shows a sharp rise for frequencies below 100 cm−1 (See
SI Sec. III). Similar to Nile red in water, the MM solvent
environment misses a significant amount of reorganiza-
tion energy contained in the spectral density constructed
with the full QM solvent environment (21 % for HBDI−

and 32 % for pCT−), with most of the contributions orig-
inating from the low frequency (ω < 200 cm−1) region
of the spectral density. However, unlike for Nile red,
both HBDI− and pCT− in water also show a significant
redistribution of spectral weight in the high-frequency
(ω > 1000 cm−1) region of the spectral density in go-
ing from MM to QM solvent. For example, a peak at
1370 cm−1 for HBDI− loses more than half of its inten-
sity when comparing the MM environment to an 8 Å QM
region, whereas the peak at 1600 cm−1 is enhanced with
the QM environment. The intensity changes for these
high-frequency peaks are systematic with increasing QM
region size, suggesting a cumulative dynamic polarization
effect. The significant change in high-frequency peaks of
the spectral density is not accompanied by a change in
character of the excitation, as is evident from plots of the
electron-hole density of the S1 state both in MM and in
explicit QM solvent in Fig. 5.

It is difficult to rationalize the change in spectral den-
sity peak heights with a simple Franck-Condon picture
where the state with larger charge separation is more
stabilized by the QM environment and thus changes the
Franck-Condon overlap integrals. The complication is
that the fixed MM point charges provide polarization of
the QM electron density in the ground state, and have in
fact been found to over-polarize QM regions.80–83 These
fixed charges, however, do not enter the TDDFT linear
response equations and therefore do not screen the elec-
tron or hole density of the transition. This screening can
be provided by QM polarization of the solvent or can be
approximated using polarizable implicit solvent models.

To better understand the intensity changes in the high-
frequency peaks of the spectral density, we compute the
bond length time-correlation function and compare its
Fourier transform to the spectral density. A detailed
analysis aimed at identifying the origin of the high-
frequency peaks in the spectral density for both HBDI−

and pCT− can be found in SI Sec. VI. From this analy-
sis, we find that the features in the spectral densities of
both HBDI− and pCT− that decrease in intensity with
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6 ÅQM
8 ÅQM
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FIG. 5. Spectral density of a) HBDI− b) pCT− in water for varying sizes of the QM region. The inset shows a zoom-in of the
low frequency region. Also shown are plots of the electron (red)-hole (blue) difference densities of the S1 state, as computed
for a pure MM solvent environment and for an 8 Å QM region.

increasing size of QM region all involve the conjugated
carbon backbone connecting the phenolate (hole) to ei-
ther the carbonyl for pCT− or the imidazole for HBDI−

(electron), see the density difference plots in Fig. 5. Due
to the intramolecular electron-hole separation, any vi-
bration coupling the electron and the hole is expected to
strongly influence the energy gap fluctuations. However,
as seen in the significant decrease of the transition dipole
moment with increasing QM region size (see SI, section
V), the QM polarization screens the electron from the
hole, decreasing the coupling of the C-C vibrations to
the optical excitation. Our analysis also shows spectral
density peaks have increased intensity if the environment
is treated at the QM level if they are due to vibrational
modes that involve either the electron or the hole but not
the conjugated bridge connecting the two. An example is
the spectral peak at 1720 cm−1 for pCT−, which mainly
involves the C-O stretching mode of the carbonyl group.
This finding also explains why the dependence of high
frequency modes in the spectral density on QM region
size is weaker in Nile red than in pCT− and HBDI−. Al-
though the bright S1 state of Nile red has charge transfer
character (See SI Sec. I), there is not a single conjugated
bridge connecting the electron and the hole, and the vi-
brations responsible for individual peaks in the spectral
density are generally more delocalized (See SI Sec. VII)

and therefore do not couple strongly to solvent polariza-
tion.

The linear absorption spectra generated by the spec-
tral densities for both systems are shown in Fig. 6. Due
to the weight in low frequency regions of the spectral
density in both systems, caused by strong solute-solvent
interactions, both MM and QM environments produce
relatively smooth spectra. In agreement with the results
obtained for Nile red in water, the QM solvent environ-
ment leads to a red-shift of the absorption spectra and
increased broadening due to the enhancement of the low
frequency region of the spectral density. This low fre-
quency contribution masks the vibronic fine structure,
but if we compute the linear spectra for both HBDI−

and pCT− for the high frequency regions of the spec-
tral density only (see the SI section IV), we find that
due to the strong coupling of the solvent environment to
dynamic features in the spectral density, the underlying
vibronic fine structure of the linear spectra is also altered
with QM polarization. The QM polarization provides en-
hancement of the vibronic tail of the linear spectrum for
pCT− in water, which we ascribe to the redistribution of
spectral weight from the region just below 1500 cm−1 to
higher frequency modes in the spectral density.
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FIG. 6. Linear absorption spectra of a) HBDI− and b) pCT−

in water as computed for varying sizes of the QM region.

C. Complex environmental interactions: Photoactive
yellow protein

We lastly focus on PYP as an example of a chro-
mophore embedded in a protein environment that will
likely be representative of pigment-protein complexes. As
discussed in Sec. II C, the QM region in this system can
no longer be defined through a simple cutoff radius but
instead different nearby residues of the protein environ-
ment are included in the TDDFT calculations. The spec-
tral densities computed for the four different QM regions
considered are reported in Fig. 7. Similarly to HBDI−

and pCT− in water, both the high and low frequency re-
gions of the spectral density show a strong dependence
on QM region size. However, unlike for the two chro-
mophores in water, there is no systematic trend with re-
spect to increasing the QM region size. Certain high fre-
quency peaks, such as the main peaks at 1350 cm−1 and
1580 cm−1, initially show a large decrease in intensity go-
ing from QM region 1 (containing only the chromophore)
to QM region 2 (containing the chromophore and all
residues interacting with it through hydrogen bonding
and π-stacking) and QM region 3 (same as QM region
2, but also including nearby water molecules). However,
if the size of the QM region is further increased to in-
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FIG. 7. Spectral density of the Photoactive Yellow Protein
for varying sizes of the QM region. The inset shows a zoom-in
of the low frequency region.

clude almost half of the protein, the intensity increases.
The reduction of most of the high frequency peaks in the
spectral density is the reason why the total reorganiza-
tion energy for PYP decreases for the largest QM region
(by 18 % , see SI Sec. III), in contrast to all other systems
studied in this work. Unlike for Nile red in all solvents
or pCT− and HBDI− in water, where most of the dis-
crepancy in reorganization energy between an MM and
a QM environment was confined to the low frequency re-
gion of the spectral density, for PYP these changes are
almost exclusively due to high frequency modes above
1000 cm−1 (see SI Sec. III).

To understand the non-systematic nature of the
changes of the spectral density with respect to QM region
size, we again analyze both the average transition dipole
moment of the S1 excited state and the origin of individ-
ual high frequency peaks in the spectral density. A graph
of the computed transition dipole moments for different
QM regions can be found in SI Sec. V, whereas the peak
assignment of the spectral density is carried out in SI
Sec. VI. The reason for the non-systematic convergence
behavior of high frequency peaks in the spectral density
with increasing QM region sizes can be traced to incon-
sistent amount of screening as seen by changes in the
transition dipole moment. Changing from a pure MM
representation of the protein environment to QM region
2 leads to a large drop in the transition dipole moment of
about 1.5 D, much larger than for any of the other sys-
tems studied in this work. Increasing the QM region size
to QM region 4 increases the transition dipole moment
by about 0.5 D, suggesting that the medium sized QM
regions 2 and 3 over-screen the interaction between the
electron and hole.

The linear spectra of PYP obtained for all four QM re-
gions, in comparison with the experimental spectrum,84

can be found in Fig. 8. All linear spectra show evidence
of vibronic fine structure, consisting of a main peak and
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FIG. 8. Linear absorption spectra of photoactive yellow pro-
tein computed within the cumulant approach for varying sizes
of the QM region. The experimental absorption spectrum84

is shown in gray and all simulated spectra are red-shifted by
0.18 eV such that the absorption maximum of the simulated
spectrum for QM region 4 agrees with the experimental spec-
trum.

a shoulder at higher energy. For the MM protein en-
vironment, the shoulder is very pronounced, but almost
disappears completely for QM regions 2 and 3, before be-
coming evident again for the largest QM region 4. The
intensity of the shoulder is directly related to the strength
with which high frequency vibrational modes couple to
the energy gap, and thus directly follows the changes in
spectral weight of the high frequency region of the spec-
tral density with changing QM region (See Sec. III of the
SI for a comparison of the contributions of high frequency
regions to the spectral density for different QM regions).
Furthermore, the linear spectrum red-shifts with increas-
ing QM region but the shift is no longer systematic. QM
regions 2 or 3 show almost no shift going from MM to
QM environment, whereas for the largest QM region, the
linear spectrum red-shifts by more than 0.3 eV. A similar
behavior of the spectral shift with QM region was pre-
viously observed for this system with spectra computed
in a classical ensemble approach.19 However, with the
cumulant based approach, the shape of the absorption
spectrum is significantly improved over the ensemble ap-
proach computation from Ref. 19, which lacks dynamic
spectral contributions.

The spectra computed with the cumulant approach
shown in Fig. 8 are all significantly too narrow com-
pared to the experimental spectrum. This can be par-
tially ascribed to the relatively short 6 ps trajectory used
to compute the energy gap correlation functions, which
must necessarily fail in correctly capturing static broad-
ening and low frequency collective modes in the protein
environment. To approximately account for static broad-
ening effects in the absorption lineshape,85 we performed
a longer 1.2 ns MD simulation and computed average
energy gaps for 6 ps segments of that trajectory (see

Sec. VIII of the SI for further details). A similar strategy
has been successfully applied recently to the modelling of
the absorption lineshape of a chromophore embedded in
the intercalation pocket of DNA.41 The additional static
broadening computed for this longer 1.2 ns trajectory is
insufficient to produce the correct spectral width for all
QM regions.

One source of error in our calculations is the use of MM
dynamics from which to compute the spectral densities,
where the mismatch between the MM potential describ-
ing the dynamics and the DFT/TDDFT potential de-
scribing the energy gap fluctuations likely leads to poor
representation of the high frequency contributions to the
spectral density.8,9,40,86–88 Previous work that compared
MM MD and QM/MM ab initio MD for this system also
demonstrated that including protein residues hydrogen-
bonded to the chromophore in the QM region signifi-
cantly influences the chromophore dynamics.19 Further-
more, it should be noted that a 6 ps trajectory is likely
too short to sample the correct momentum distribution
for the high frequency vibrational modes, such that the
heights of peaks in the spectral density responsible for
the asymmetry of the spectrum are not fully converged.
The asymmetric shape of the ensemble spectrum for this
system also suggests that the energy gap fluctuations are
non-Gaussian, meaning that third-order cumulant contri-
butions could be significant.38 Finally, our previous work
on the PYP chromophore in water has demonstrated that
nuclear quantum effects can have a significant influence
on computed ensemble spectra,68 and it is possible that
these effects play a role in the protein as well, especially
given the strong hydrogen bonds between the phenolate
oxygen of the chromophore and the GLH-46 and TYR-42
residues present in the protein structure.89

IV. CONCLUSION

Calculating accurate spectral densities is impor-
tant for excitation energy transfer dynamics in multi-
chromophore systems, as well as for condensed phase lin-
ear and nonlinear spectroscopy. Simulating linear spec-
tra via the cumulant approach offers a variety of advan-
tages over standard techniques, such as capturing the
effects of anharmonic PESs not captured by the Franck-
Condon approach, improving spectral lineshapes over the
ensemble approach from the presence of vibronic fea-
tures, and not applying a separation of timescales for
the chromophore and environment degrees of freedom.
These advantages come at a steep computational cost and
the cumulant approach has only recently been applied
to the computation of linear absorption spectra. Here
we analyze spectral densities and linear absorption spec-
tra computed via the cumulant approach with increasing
amounts of QM polarization of the environment. For Nile
red we found that, because of the delocalized nature of
the chromophore vibrations, the high frequency region of
the spectral density was not sensitive to the polarization
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provided by the QM solvent environment. This weak
dynamic coupling yields a similar shape for the absorp-
tion spectrum when the solvent environment is treated
with MM point charges or treated with a large QM re-
gion, opening the door to a large reduction in compu-
tational cost by using MM charges for the environment.
For HBDI− and pCT− in water, we found that both the
chromophore carbon backbone vibration that strongly
couples the electron and hole and isolated vibrations for
the electron or hole were quite sensitive to QM region
size, showing strong dynamic coupling to the polarizable
environment with high-frequency peaks in the spectral
density either increasing or decreasing in intensity with
a larger QM region. For these systems, we find that the
QM region sizes necessary to reach converged spectral
densities are at least a full solvation shell, comparable to
the sizes necessary to converge ensemble spectra in previ-
ous studies, requiring large computational effort to cap-
ture the full effect of polarization on the spectral density.
For these two systems, the MM environment not only
leads to a blue shift of the spectra in these systems, but
also underestimates the total reorganization energy com-
puted from the spectral density by up to 32 %. Most of
the underestimation of the reorganization energy is con-
tained in the low frequency region of the spectral density,
leading to an underestimation of the static broadening of
the computed spectra. For HBDI− and pCT− in water
the redistribution of spectral weight in the high frequency
region of the spectral density with QM polarization ad-
ditionally alters the vibronic fine structure.

For solvated dyes, the convergence behavior of the
spectral density and the linear absorption spectrum with
increasing QM region size is systematic. For photoactive
yellow protein however, the convergence behavior with
respect to the size of the QM region is not systematic,
mirroring results obtained for absorption spectra com-
puted in the ensemble approach in a previous study. We
demonstrate that when computing the spectral density
of system-bath coupling for chromophores embedded in
complex protein environments, the size of the QM region
has to be carefully chosen in order to avoid an over or
underestimation of environmental polarization effects. In
contrast to the other systems, we find that for PYP the
use of an MM environment underestimates the reorgani-
zation energy compared to the large QM region, by 18 %
, due mostly to the changes to the high frequency region
of the spectral density. Our results suggest that for pho-
toactive yellow protein, there is strong dynamic coupling
with the environment and a large QM region is necessary
to capture the full vibronic response.

Although the results presented in this work focus on
the calculation of linear absorption spectra via the cumu-
lant approach, spectral densities constructed from classi-
cal correlation functions of energy gap fluctuations are
an integral part of first-principles simulations of non-
linear spectroscopy and the exciton dynamics of multi-
chromophore pigment-protein complexes. In linear spec-
tra, the influence of the rescaling of high frequency peaks

in the spectral density due to QM polarization of the en-
vironment is largely masked by the effect of low frequency
static broadening. However, nonlinear spectra will be
considerably more sensitive to the coupling between fast
chromophore vibrations and environmental polarization.
Because the spectral density is the only input needed for
calculation of nonlinear spectroscopy within the cumu-
lant framework, our conclusions will carry over directly to
the modeling of ultrafast energy relaxation of molecules
in the condensed phase.
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