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Understanding the mechanisms of enzymatic catalysis requires a detailed understanding of 

the complex interplay of structure and dynamics of large systems that is a challenge for both 

experimental and computational approaches.1 QM/MM methods have been extensively used to 

study these reactions, but the difficulties arising from the hybrid treatment of the system are well 

documented.2,3 More importantly, the computational demands of QM/MM simulations mean that 

the dynamics of the reaction can only be considered on a timescale of nanoseconds even though 

the conformational changes needed to react the catalytically active state happen on a much slower 

timescale.4 Here we demonstrate an alternative approach that uses transition state force fields 

(TSFFs) derived by the quantum-guided molecular mechanics (Q2MM) method5 that provides a 

consistent treatment of the entire system at the classical molecular mechanics level and allows 

simulations at the microsecond timescale. Application of this approach the second hydride transfer 

transition state of HMG-CoA reductase from Pseudomonas mevalonii (PmHMGR) identified three 

remote residues, R396 E399 and L407, (15-27 Å away from the active site) that have a remote 

dynamic effect on enzyme activity. The predictions were subsequently validated experimentally 

via site-directed mutagenesis. These results show that microsecond timescale MD simulations of 

transition states are possible and can predict rather than just rationalize remote allosteric residues. 

A typical study of an enzymatic reaction mechanism will start from a crystal structure and 

introduce an initial guess structure of the transition state, which is then optimized using QM/MM, 

combining treatment of the active site using a computationally affordable electronic structure 

method with a classical force field treatment of the remainder of the system. The surrounding 

protein environment is in a local minimum corresponding to the initial crystal structure that may 

or may not be similar to the conformation of the protein at the transition state. Sufficient 

conformational sampling is thus needed to ensure that the enzyme is in a conformation competent 

for catalysis. Depending on the movements involved to adopt the catalytically active conformation, 

this requires timescales from nanoseconds (for side chain movements) to microseconds (for loop 

and helix motions). This problem, together with the well-known problems resulting from the 
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boundary region that needs to be treated simultaneously by a QM and a MM method, is well 

appreciated2,3 and different QM/MM-MD approaches have been developed,6 but they are typically 

iterative approximations to the problem that are limited to protein dynamics on the low nsec 

timescale.7  Although protein dynamics at the transition state is not commonly a direct factor in 

enzyme catalysis,8 the equilibrium structure of a protein (1), often elucidated by x-ray 

crystallography, has to adopt a reactive conformation that enables catalysis (2), as shown in Figure 

1. It should be noted that this is not a single conformation, but rather an ensemble along coordinates 

orthogonal (blue) to the reaction coordinate (red). In the presence of the transition state of a 

reaction that in typical computational studies of enzyme catalysis is introduced into the enzyme 

structure in conformation (1) corresponds to a higher energy conformation (3) that has to undergo 

a conformational change to the reactive conformation able to stabilize the transition state (4) by 

both electrostatic and van der Waals forces. Adequate treatment of the long- and short-range 

electrostatics requires both sampling of the conformational space that maximizes interaction with 

the substrates in the active site, and short-range electrostatics require capturing how small 

distortions in the transition state affect the energetics of the reaction. These conformational 

changes can involve side chain or larger conformational changes on the sec timescale that are not 

accessible by QM/MM-MD approaches. 

 

 
Figure 1. Schematic view of computational studies of enzyme catalysis. An initial guess for the 

transition state is introduced in a crystal structure of an enzyme (1), leading to a high-energy 

structure (3) that is optimized to (4), which is assumed to represent the reactive complex (2) 

Conformational changes from (3) to (4) are likely to occur on the sec timescale  

 

This problem is widely recognized and a number of methods have been developed to 

approximate the transition state in a more efficient manner. Transition state “mimics”, systems in 

a pseudo-intermediate state,9 have been used to approximate the reactant state at  a cohesive MM 

level that allows for long simulations, but these mimics capture distortions in the active site only 

at a very approximate level. The empirical valence bond (EVB) method10 and the related ACE 
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method11,12 have been very successful in studying catalysis in enzymes13,14 and small molecules, 

respectively, through the parameterization of mixed ground state force fields. Both methods 

assume that the transition state (TS) is a weighted average of ground states. In particular for 

charges, this is not always the case15 as can be seen by considering charge distribution in many 

transition states that are more polar than either the reactant or the product of a reaction.  

The use of transition state force fields (TSFFs) is a promising alternative to QM/MM 

methods because they treat the entire system at a consistent level of theory and allow long time-

scale MD simulations.  TSFFs have been shown to be highly accurate compared to high-level DFT 

calculations and experimental data for a wide range of small-molecule reactions,5,16 but have only 

been sparingly used for the study of enzyme reactivity17,18 and never for the study of enzyme 

dynamics or mechanism. Conceptually, this approach is related to the EVB method. The key 

difference is that rather than using a mix of the reactant and product ground state force field (FF) 

and adjusting the parameters using empirical information to represent the transition state, the TSFF 

approach reparameterizes a FF at the transition state using data from electronic structure methods. 

Because this includes geometric and electronic features that might not be represented well by either 

the reactant or the product, the resulting TSFF is expected to be more accurate. The calculation of 

the [2x2] interaction matrix is not necessary, making TSFFs as fast as a traditional FF, and truly 

predictive in that it does not use any experimental information in the parameterization. The 

increased speed of the classical FF then allows long simulation times to allow the complete protein 

to better sample the protein in a reactive configuration as discussed above.  

It should be noted that TSFFs use different energy functions for the starting material and 

the transition state and are therefore not suitable for the calculation of absolute activation energies. 

Rather, they focus on the key question of how the structure of the protein changes from the non-

reactive crystal structure to the reactive conformation to catalyze a reaction, e.g. by changing the 

direction and magnitude of dipoles that stabilize active site interactions as well as longer-range 

interactions.  

We developed the Quantum-Guided Molecular Mechanics (Q2MM) method5,16 for the 

automated fitting of TSFFs to high-level electronic structure calculations. The general approach 

used by Q2MM is shown in Figure 2A, where the parameters of a small number of atoms 

representing the active site of the enzyme are fitted to the reference data from electronic structure 

calculations by minimizing the penalty function 2. In addition to geometric data such as bond 

lengths angles or dihedrals, Q2MM also fits to the QM Hessian elements, with special treatment 

of the reaction coordinate to give it a positive curvature in the TSFF,5,19 to properly account for 

energy costs of small distortions in the active site. Because only a few structures are calculated for 

the training set, larger active site models than in a typical QM/MM study can be treated at a higher 

level of theory. The TSFF, in combination with standard force field parameters for the remainder 

of the protein, is then used in MD simulations to study the crucial question of how the enzyme 

responds to the presence of the transition state and thus catalyzes the reaction.   
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Figure 2. A) Mechanism of PmHMGR. Green is the GS, blue is the INT2, and TS2 is described 

by the arrows in INT2. B) Residues included in the parameterization of the TS2 TSFF. C) The 

optimized TSFF (green carbons) is overlaid with the QM optimized structure (magenta).  
 

To demonstrate this novel approach to enzymatic reaction mechanisms, we studied HMG-

CoA reductase from Pseudomonas mevalonii (PmHMGR) which uses two equivalents of NADH 

to convert HMG-CoA to mevalonate via sequential hydride transfer steps in a single active 

site.20 This obligate homodimer is the point of feedback control for poly-

isoprenoid biosynthesis21 and its human homolog is the target of the widely used statin drugs. 

More importantly, it has an extraordinarily complex reaction mechanism (Fig. S1) that despite 

decades of study continues to provide novel insights into enzyme catalysis.22,23 Based on our 

previous QM/MM study of PmHMGR at the ONIOM-(B3LYP/6-31g(d,p):AMBER) level of 

theory,22 a TSFF was created for the second hydride transfer from the NADH to mevaldehyde by 

Q2MM.5 Figure 2B shows the active site model for which the FF parameters were fitted to the 

results from the Q2M calculations. Using the functional form of the AMBER99SB force 

field,24 the relevant atoms and interactions in the active site were reparameterized for the TS (Fig. 

S3) while the standard parameters for the remainder of the enzyme were kept. The Q2MM code, 

which is publically available,25 was interfaced with a modified version of the nmode module in 

Amber 826 to obtain the MM Hessian values for comparison to the QM reference Hessian values 

generated from a frequency calculation in G09.27  For optimization of the Q2MM penalty function, 

literature weight factors for bonds (100 Å-1), angles (2 degree-1) and dihedrals (1 degree-1) 

corresponding to the inverse tolerance of each type of data were used.28 Literature weight factors 

for the Hessian elements were converted to units if kcal-1 mol Å2 to correspond to Amber force 

field units. Those weights are 0.0 for self-interactions, 0.31 for 1-4 interactions and 0.031 for all 

others.  The resulting TSFF shows excellent agreement between the active site structure from the 

QM/MM22 and TSFF calculations (Fig. 2C).   
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The TSFF was used to perform 10 µs of adaptive sampling29 followed by 3-5 µs of MD 

simulation in an NVT ensemble. For comparison, the ternary complex of the starting material, 

NADH, and PmHMGR (constructed from non-productive ternary complex pdb code 1QAX, 2.8 

Å resolution)30 as well as the intermediate immediately preceding the hydride transfer (Fig. 1A, 

GS and INT2) were also calculated using standard AMBER99SB parameters. The root mean 

squared deviation (RMSD) per residue was extracted from the trajectories for each state and the 

RMSF difference between the ground state and the transition state was color-coded onto the 

structure of the protein (Fig. 4A).  
 

 
Figure 3. Contribution (tICA coefficient) of the selected residues for the slowest dynamics of the 

system in the ground state (GS, black) and transition state (TS2, red). The contributions of T374, 

R396, E399 and L407 are 0.009, 0.014, 0.010 and 0.015, respectively, in the GS state, while they 

are 0.008, 0.018, 0.015 and 0.019, respectively, in TS2. The big differences between the ground 

state and transition state observed in HMG-CoA and NADH are coming from those selected heavy 

atoms around the transferring hydrogen that were treated by TSFF in the TS2 state. The “HMG-

CoA” and “NADH” labels in the x-axis denote the heavy atoms of the substrate and cofactor 

respectively, “small/large domain” denotes the Cα atoms of the residues that contact with HMG-

CoA/NADH in the small and large domain, and “flap domain” denotes the Cα atoms of the residues 

(374 to 428) in the hinge region and flap domain.  
 

  The biggest differences in RMSD between the GS and TS2 are observed in the second α-

helix on the flap domain, which is significantly more flexible in the ground state despite being 

between 15 at 27 Å away from the active site. To demonstrate that transition state MD simulations 

of PmHMGR need to be at microsecond timescale in order to capture the allosteric role of remote 

residues on enzymatic functions, we performed time-lagged Independent Component Analysis 

(tICA) analysis based on MD simulations to identify residues that contribute the most to the 

slowest dynamics of the system in the ground state and transition state, respectively. tICA is a 

variation of the linear variational approach that transforms the input coordinates (such as Euclidean 

distances, torsion angles) into collective variables (time structure-based independent components, 

tICs) sorted by “slowness”.31  In agreement with the RMSF analysis, we found that the flap domain 
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is more flexible in the ground state than in the transition state. The largest differences in the per-

residue contributions (Fig. 3, Fig. S4-6) between the ground state and transition state are observed 

in the flap domain and substrates HMG-CoA and NADH. For example, the remote residues R396, 

E399 and L407 have significantly larger tICA values in the transition state than in the ground state, 

indicating that they are important to the allosteric effect during PmHMGR’s enzymatic catalysis. 

This is noteworthy because the flap domain has been postulated to be involved in catalysis,23 but 

there has been no previous suggestion of allostery of remote residues. In comparison, T374 is 

located at a similar distance on the flap domain but does not show a discernible difference in the 

tICA value between the ground– and transition state. 

To test the hypothesis that the changes in the flexibility of the remote residues between 

ground- and transition states have a functional role in enzyme catalysis, the four residues in second 

α-helix on the flap domain discussed above were chosen for experimental mutagenesis studied 

based on their decreased RMSF in TS2, their contributions in the tICA analysis, and their 

representative positions in the flap domain. As shown in Figure 4 A,B, L407 is the center of a 

solvent-exposed hydrophobic patch of residues on the last two α-helices approximately 15 Å away 

from the active site. It was mutated to a serine in order to disrupt the electronics in the area while 

keeping the surface area of the residue similar. R396 is located on the first loop of the flap domain, 

~22 Å away from the active site and uses the side chain to hydrogen bond to residues on the last 

two helices. It was replaced by an alanine residue. E399 is positioned at the end of the second 

helix, ~27 Å away from the active site. It is an excellent test case for the computational predictions 

because it is not engaged in any significant non-bonded interactions in the crystal structure but 

exhibited very high flexibility in the GS compared to the TS and has a large contribution in 

the tICA.   As a negative control, we studied the alanine mutant of T374, a residue that showed 

virtually no difference in the tICA values between the GS and TS2 states.    

 
Figure 4. A) RMSD difference between the ground state and the transition state. Yellow/red 

indicates areas where the RMSD of the GS over the trajectory is larger than in TS2 B) Location of 

mutated residues highlighted in green residues and neighboring interactions. C) Results of the 
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kinetics with respect to the wild type (WT) D) Partial sequence alignment of four Class II 

HMGRs.  Sequences were aligned using T-COFFEE. Conserved glutamate highlighted in blue, 

other conserved residues are highlighted in red.  
 

   The effect of the four point mutations on the relative maximum rate of the conversion of 

mevalonate, CoA and two equivalents of NAD+ to HMG-CoA were determined. In agreement with 

the simulations, the activity of the L407S decreased by 57% (Fig 4C) compared to the wild 

type. The R396A mutant experiences little change, possibly because the flexible loop region is 

more tolerant of mutations. The E399A mutant experienced the greatest decline in activity with 

69%, despite being the furthest from the active site and, based on the crystal structure, engaging 

only in interactions with the solvent. These results cannot be predicted based on the crystal 

structure or rationalized using short-timescale simulations but are in line with the results from 

long-timescale MD simulations at the transition state. They also rationalize the surprising 

observation that this glutamate residue is conserved in all Class II HMGRs (Fig. 3D),32 which is 

hard to explain based on the available crystal structures. As predicted by the RMSF and tICA 

analysis of the trajectories, the T374A mutant is virtually indistinguishable from the wild type 

despite also being part of the flap domain and at a similar distance from the active site.   

This work demonstrates that TSFFs allow conformational sampling at the transitions state 

of enzyme catalyzed reactions on the sec timescale, 2-3 orders of magnitude longer than what 

can be reached using traditional QM/MM methods.  Computational enzymology in this time 

regime provides experimentally verifiable predictions on properties such as dynamic allosteric 

effects on catalysis, a topic of intense interest in biophysics and drug design33 rather than the more 

typical computational rationalization of experimental observations. Given the role of dynamics on 

enzyme catalysis,4 e.g. by slow conformational changes to reach the reactive conformation, we 

expect that HMGR is a typical case rather than an exception in requiring long-timescale 

simulations at the transition state. The general availability of the Q2MM code25 will allow future 

applications of TSFFs to computational enzymology on the sec timescale.  
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