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ABSTRACT: For approximate density functional theory (DFT) to be useful in catalytic 
applications of transition metal complexes, modeling strategies must simultaneously address 
electronic, geometric, and energetic properties of the relevant species. We show that for 
representative transition metal triatomics (MO2, where M = Cr, Mn, Fe, Co, or Ni) and related 
diatomics the incorporation of Hartree–Fock (HF) exchange in most cases improves the 
properties of the Born–Oppenheimer potential energy surface (PES) with respect to accurate 
experimental or CCSD(T) references. We rationalize this observation by noting reduced 
delocalization obtained with hybrid functionals (20–40% HF exchange), as evidenced by reduced 
hybridization of non-bonding orbitals and increases in metal partial charges.  Although we show 
that the optimal exchange fraction is both property and system specific, incorporating HF 
exchange synergistically improves properties of density, structure, and energetics within a single 
PES characterized by moderately covalent bonding. The same improvement is not observed in 
the ordering of MO2 spin states, as good agreement of semi-local DFT spin state ordering is 
worsened by over-stabilization of higher spin states when HF exchange is added. More work is 
needed to understand minimal functional forms capable of improving multiple properties with 
respect to semi-local DFT descriptions of transition metal chemistry. 
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1. Introduction 

Accurate modeling of transition metal chemistry is central to advancing fundamental 

understanding in catalysis and materials science. Although density functional theory (DFT) is 

widely employed in computational chemistry for its balance of cost and accuracy in main group 

chemistry, most exchange-correlation (xc) approximations in DFT suffer from one- and many-

electron self-interaction errors1-5, commonly referred to as delocalization error6-8 (DE). As DEs 

are commonly imbalanced across the structures being compared, DE can erode DFT predictions 

of common properties, such as electron affinities9-11, band gaps12-13,  barrier heights14, and 

dissociation energies2, 15-18. The valence (i.e., d or f) electrons of open shell transition metal 

complexes are particularly sensitive to DE imbalances, leading to strongly xc-dependent 

predictions of spin-state19-24 or magnetic ordering25-27 and thus electronic properties. Although 

effort has been made to overcome some of these limitations through “higher rung” density 

functionals28-33, semi-local generalized gradient approximation (GGA) DFT remains widely used 

in transition metal chemistry for its simplicity and low computational cost. 

Common approaches to reducing DE imbalances in GGAs include the use of Hubbard U-

corrected DFT (i.e., DFT+U34-36), hybrid functionals that introduce an admixture of Hartree–

Fock (HF) exchange globally or with range separation37-44. A distinct approach45-46 to these 

physically-motivated, few-parameter corrections is to increase the number of parameters in the 

functional and tune them to improve performance on predicting energetics of available reference 

data. Although physically-motivated tuning approaches exist for both DFT+U19, 47-49 and 

hybrids50-52, it is common practice to choose parameters that reproduce a handful of target 

energetic properties, reducing method selection to a data fitting procedure53. For transition metal 

chemistry and catalysis, this approach is challenged both by the availability of reference data and 
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the highly system- or property-specific nature of optimal functional choice20-22, 54-60. 

An open question remains whether it is possible to simultaneously improve multiple 

properties61 within a single, few parameter xc functional or if improving one error (e.g., energetic 

DE) must worsen another (e.g., static correlation error62-64). It has been well known for some 

time that some xcs that provide good energetics yield poor densities in comparison to accurate 

references65, whereas others yield poor energetics and good densities66, as has been borne out by 

more recent observations on charged ions and small organic molecules67-71. However, non-self-

consistent replacement of approximate DFT densities with localized ones derived from HF 

theory have been demonstrated to yield improved barrier heights72-73 and dissociation energies6, 

74-75, enabling a separation of energetic- and density-driven DEs6. The relationship between 

density and energetic errors in transition metal chemistry is less clear76-82. Eliminating energetic 

DE in transition metal complexes does not eliminate density DE with respect to accurate 

wavefunction theory references76. Methods that approximately correct energetic DE can have 

divergent effects on densities83 and surface properties84 in correlated, transition metal oxide 

solids.  

As a representative example, transition metal dioxides (MO2) in the inserted structure 

represent an interesting test case for understanding the interplay between density and geometric 

errors in electronic structure methods.85 Experimentally86-93 mid-row 3d transition metal dioxides 

(e.g., Cr, Mn, Fe) are bent with acute angles, and increasing d filling leads to increasing ∠(O-M-

O) angles with linear structures favored for later (e.g., Co or Ni) transition metals (Figure 1). 

This variation can be interpreted as a change from a double-well angular potential with ∠(O-M-

O) = 180° as a local maximum to a single-well potential with the linear structure at a minimum 

(Figure 1). Semi-local (i.e., GGA) functionals with plane wave (PW) basis sets underestimate 
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∠(O-M-O) and prefer bent structures even for experimentally linear MO2 molecules (e.g., 

CoO2)85. DE correction with DFT+U34-36 has been shown to overcompensate and favor linear 

structures for earlier (e.g., Mn) transition metals85, both through corrections to the density and 

through M-O bond over-elongation.  

 
Figure 1. (left) Experimental86-93 (expt., black squares), CCSD(T) (blue circles), and PBE (red 
circles) ∠(O-M-O) (in °) for the ground state MO2 molecules (M = Cr, Mn, Fe, Co, or Ni from 
left to right in the plot, as indicated on axis). The angle is annotated on a representative bent 
molecule in the left structural inset, and a linear molecule is also shown for reference with the 
metal atom shown in gray and the oxygen atoms shown in red. (right) Overlay of the potential 
energy curves (Erel, in eV) from the CCSD(T) X 3B1 CrO2 (grey circles) double-well potential 
and CCSD(T) X 1Σg

+ NiO2 (green circles) single-well potential with respect to the O-M-O angle 
(in °), with both curves aligned so that their minima are assigned zero. A cubic spline of the data 
is also shown.  
 

Although MO2 molecular properties have been shown to be improved85 with inter-site 

extensions94 to DFT+U or with quantum Monte Carlo95, the extent to which hybrid functionals 

can improve upon GGA descriptions of MO2 molecules is not known. In this work, we study the 

effect of DE tuning by hybrid functionals on density, geometry, and energetic properties in 

representative transition metal triatomics to determine if synergistic improvements can be 

obtained for multiple properties with respect to experiment and accurate wavefunction theory 

references. The rest of this work is as follows. In Section 2, we describe the Computational 

Details of the calculations in this work. In Section 3, we present the Results and Discussion on 

five transition metal dioxides and provide a comparison to observations on related diatomic 
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molecules. Finally, in Section 4, we provide our Conclusions. 

2. Computational Details 

Transition Metal Dioxides. Transition metal dioxide (MO2, M = Cr, Mn, Fe, Co, or Ni) structures 

were studied in an inserted geometry (i.e., O-M-O). We studied experimentally observed86-93
 

ground and low-lying electronic states of each MO2 molecule, i.e., CrO2
86: ground state, X 3B1 

and 1A1; MnO2
87-88: X 4B1 and 2B1; FeO2

89-90: X 3B1, 1A1, and 5B2; CoO2
91-92: X 2Δg, 4A2, and 6A1; 

NiO2
93: X 1Σg

+, 3A2, and 5A1. Symmetry was not enforced on the wavefunction during electronic 

structure calculations, and term symbol assignment was instead verified by visual inspection of 

orbitals. For these molecules with C2v symmetry, two internal degrees of freedom were varied in 

potential energy scans or geometry optimizations: the metal–oxygen bond length (dM-O) and O-

M-O angle (∠(O-M-O)). For the potential energy scan, ∠(O-M-O) was varied from 108 to 180° 

in 3° increments for single point energy evaluation at fixed dM-O on structures generated by an in-

house Python script. Select numerical harmonic frequencies were computed for X 4B1 MnO2 

(Supporting Information Text S1). 

Diatomic Molecules. The lowest energy 6Σ+ state of a series of isoelectronic diatomic molecules, 

CrF, CrO-, MnO, FeO+, and FeN, was characterized, which in most cases is the experimentally-

characterized ground state88, 96-103. Equilibrium bond lengths were obtained from a DFT 

geometry optimization, and potential energy curves (PECs) were obtained for all methods by 

displacing the bond by up to 0.1 Å in either direction in 0.002 Å increments. Numerical 

harmonic frequencies were obtained from a linear fit to the first derivative of the energy at 

equilibrium and had good agreement with analytical frequencies (Supporting Information Table 

S1 and Text S1). Bond dissociation energies, De, were evaluated as the electronic energy 

difference between the PEC minimum and the energies of the isolated species, which were 
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selected based on the most stable isolated species (Supporting Information Table S2). The PEC 

energies and De values were used to fit a Morse potential in xmgrace with only the force constant 

treated as an adjustable parameter.  

DFT Calculations. DFT calculations, both single point energies and geometry optimizations, 

were carried out in ORCA v.4.0.0.2104 with the PBE105 GGA functional. The def2-TZVP basis 

set106 was chosen after testing convergence of geometric properties (Supporting Information 

Figure S1). The HF exchange fraction, aHF, was varied in a PBE0107-like form from as low as 0.0 

(i.e., pure PBE) to as high as 0.4 in 0.1 or 0.2 increments (see Sec. 3). Geometry optimizations 

were carried out using BFGS108-113 in redundant internal coordinates implemented to the default 

tolerances of 3×10-4 hartree/bohr for the maximum gradient and 5×10-6 hartree for the change in 

energy between steps. Only singlets were calculated in a restricted formalism. As in prior work22, 

24, 29, 54, exchange sensitivities of relevant geometric and energetic properties, p, were computed 

as linear approximations: 

 ∂p
∂aHF

≈
Δp
ΔaHF

  (1) 

which generally holds well across the aHF = 0.0 to 0.4 range, as indicated by values of R2 > 0.9. 

In addition to reporting sensitivities in terms of property change with unit HF exchange variation 

(i.e., HFX), we used these expressions to interpolate the optimal aHF to match reference values.  

WFT References. Reference calculations for both MO2 and 6Σ+ diatomic molecules were 

obtained with coupled cluster singles and doubles with perturbative triples (CCSD(T)) theory 

using the def2-TZVP basis set114-115 with ORCA v.4.0.0.2.104 A frozen core treatment with 

default definitions (1s2 for N, O, and F and 1s22s2p6 for metals) was employed throughout. Only 

singlets were calculated in a restricted formalism. For open-shell CCSD(T), an unrestricted HF 

(UHF) reference was used followed by transformation to quasi-restricted orbitals to remove spin 
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contamination. Multi-reference character was assessed using recommended116 diagnostics of 

single amplitudes117-119 (i.e., T1 or D1) and contribution of the triples term to the atomization 

energy120 (%TAE). PECs were obtained at the CCSD(T) level for all 6Σ+ diatomic molecules. For 

all MO2 molecules and states, a CCSD(T) PEC was obtained using the dM-O obtained for that 

state with PBE, and ∠(O-M-O) was varied as for DFT PECs. For the experimental ground states 

of each MO2 molecule, a 2D potential energy surface was also obtained (see Sec. 3 and 

Supporting Information Figures S2-S6). Numerical harmonic frequencies were also calculated 

for X 4B1 MnO2 with orb-opt CCSD(T), as described in the main text. 

Density Analysis. Gaussian cube files (100×100×100 real space grid resolution; point spacing: 

0.01 Å) were generated with the orca_plot code followed by numerical density averaging in 

Multiwfn121. For analysis of CCSD(T) wavefunctions, the orbital-optimized (orb-opt) CCSD(T) 

method122-124 was employed to generate a density close to the fully relaxed one.125 For the 6Σ+ 

diatomics, the aug-cc-pVTZ basis was employed in the orb-opt CCSD(T) calculations to ensure 

balanced treatment of the relevant anion species (CrO-), but this basis set size was intractable for 

the larger triatomic systems. Bader partial atomic charges126 were obtained from higher 

resolution (401×401×401) grids, which were selected to ensure convergence, using the 

BADER127 program (Supporting Information Figure S7). 

3. Results and Discussion 

3a. Structure and Density Errors in MO2.  

Here, we study the effect of tuning exchange in hybrid calculations on the low-lying 

states of five inserted transition metal dioxide MO2 (M = Cr, Mn, Fe, Co, or Ni) structures that 

span the transition from bent to linear in experiments (Figure 1). We compare to available 

experimental ground state structural data and an accurate CCSD(T) reference for both ground 
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and low-lying state structural and density properties to determine if tuning density delocalization 

has an effect on experimentally-observable structural properties. We choose CCSD(T) for its 

good agreement with experimentally available86-93 structures despite significant116 multireference 

diagnostic117-120 values for most states (Figure 1 and Supporting Information Table S3). 

Compared to CCSD(T) or experiment, localized-basis set PBE calculations systematically 

underestimate ∠(O-M-O) values across the MO2 series, motivating further investigation (Figure 

1).  

3.a.1. MnO2 Density and Structure. 

The MnO2 ground state (i.e., X 4B1
87,88) is an exemplary case where the PBE equilibrium 

∠(O-Mn-O) is more acute (ca. 128°) than the experimental87,88 value (135±5°), regardless of 

whether a PW85 or localized basis set is employed (Figure 2 and Supporting Information Table 

S4). Incorporating HF exchange increases the equilibrium angle monotonically, producing a 

∠(O-Mn-O) of 135° at aHF = 0.4 that agrees with experiment (Supporting Information Tables S4 

and S5). In these systems, DFT+U had been shown to also increase MO2 molecule angles both 

through changes in density delocalization and through bond elongation (e.g., by 0.1 Å for X 4B1 

MnO2).85 Although hybrid tuning changes equilibrium dMn-O by less than 0.01 Å, we primarily 

evaluate angular PECs obtained at fixed PBE dM-O values to isolate density delocalization from 

bond elongation effects on angular PEC changes (Supporting Information Table S5).  
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Figure 2. Angular PEC for the ground state X 4B1 of MnO2 with fixed dMn-O=1.59 Å.  PECs are 
computed with PBE at three values of HF exchange, aHF = 0.0 (red circles), 0.2 (green circles), 
and 0.4 (blue circles), along with the CCSD(T) reference (grey triangles). The optimal angle for 
each PEC is indicated for DFT (dashed lines) and CCSD(T) (solid line) following the same 
coloring scheme and as indicated in inset. 

 

The increase in ∠(O-Mn-O) equilibrium value for the X 4B1 MnO2 angular PEC (dMn-O = 

1.59 Å) with HF exchange corresponds to a decreased stabilization of the bent structure over the 

linear (i.e., ΔE(linear-bent), see Figure 2 and Supporting Information Table S6). The ΔE(linear-

bent) for aHF = 0.4 (0.32 eV) is half of the aHF = 0.0 value (0.62 eV), in good agreement with 

CCSD(T) (0.37 eV, Figure 2 and Supporting Information Table S6). Generalizing this PEC 

analysis to the vibrational modes of X 4B1 MnO2, improved agreement with CCSD(T) symmetric 

bend and stretch frequencies is achieved at high (aHF ≥ 0.3) exchange fractions, but all aHF values 

systematically underestimate the CCSD(T) asymmetric stretch (Supporting Information Table 

S7). Consistent with prior analysis, stretching dMn-O beyond the PBE equilibrium value in 0.1 Å 

increments to 1.69 Å and 1.79 Å produces significantly softer angular PECs with PBE ΔE(linear-

bent) values reduced to 0.30 and 0.10 eV, respectively (Figure 3). Angular sensitivities also 

increase for these shallower PECs, with near-degenerate bent and linear structures at aHF = 0.2 

for dMn-O=1.79 Å and a linear structure favored at aHF = 0.4 (Figure 3).  
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Figure 3. Angular PECs for X 4B1 MnO2 at three values of dMn-O=1.59, 1.69, and 1.79 Å (from 
left to right) are computed with PBE for aHF = 0.0 (red circles), 0.2 (green circles), and 0.4 (blue 
circles) values. The minimum energy angle for each PEC is labeled by a dashed vertical line of 
the same color, as also indicated in inset legend.  
 

Trends consistent with the quartet ground state are found for the low-lying 2B1 MnO2 

angular PEC (dMn-O = 1.59 Å, Supporting Information Figure S8 and Table S4). Despite 2B1 

MnO2 having a comparable PBE equilibrium ∠(O-Mn-O) of 128° with respect to ground state X 

4B1, the shallower PBE PEC (ΔE(linear-bent) = 0.4 eV) produces a geometry more sensitive to 

HF exchange, with ∠(O-Mn-O) increasing by 10°  to 138° for aHF = 0.4, somewhat 

overestimating the CCSD(T) value (132°, Supporting Information Figure S8 and Table S4). The 

overall shape of the CCSD(T) angular PEC and ΔE(linear-bent) value (0.23 eV) for 2B1 MnO2 is 

intermediate between aHF = 0.2 and 0.4 results (0.20-0.29 eV, Supporting Information Figure S8 

and Table S6). MnO2 energetic and structural property agreement with respect to CCSD(T) or 

experiment is broadly improved by incorporating 20-40% HF exchange.  

We next consider whether changes in density delocalization, as have been previously 

invoked in DFT+U studies on MnO2
85, could rationalize why incorporating HF exchange 

simultaneously improves DFT-level geometric and energetic property agreement with CCSD(T) 

reference (see Sec. 2). As in prior work76, 83-84, we compute real space partial charges126-127 with 

both DFT and CCSD(T) for an equilibrium structure of X 4B1 MnO2 (Supporting Information 
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Table S5, Figure S3 and S9). The PBE Mn partial charge (qMn = 1.4 e) is a significant 

underestimate of the CCSD(T) value (qMn = 1.6 e), but incorporating high exchange fractions 

(aHF = 0.4) that improve the DFT PEC also recover a qMn to close to the CCSD(T) value 

(Supporting Information Figure S9).  

To further examine effects of hybrid tuning on the density, we revisit a proposal85 that 

delocalization of density from nominally non-bonding δ-type transition metal dxy or dx2-y2 orbitals 

through hybridization with oxygen 2p orbitals over-stabilizes bent structures with semi-local 

DFT (e.g., PBE). Examining the shapes of these δ orbitals in the X 4B1 state of MnO2 with 

increasing HF exchange fixed at the PBE geometry (dMn−O =1.59 Å,	∠(O-Mn-O) =129°) confirms 

prior observations (Figure 4). The density along the non-bonded O…O midpoint in dx2-y2-derived 

δ orbitals for PBE is systematically reduced with increasing aHF (Figure 4). This change in the 

density leads to a solely metal-centered δ orbital in the spin-up case and oxygen-centered orbitals 

with no metal character for spin down (Figure 4). The dxy-derived δ orbitals have less apparent 

delocalization of density through the O…O midpoint but broadly localize again to metal-centered 

for spin-up and oxygen-centered for spin-down orbitals with increasing aHF (Figure 4). Although 

some differences remain (e.g., for the spin-up dx2-y2-derived δ orbital), the aHF = 0.4 orbitals are 

in the best agreement with those obtained from CCSD(T) at its equilibrium structure, consistent 

with the exchange fraction for which structure and energetic agreement was achieved (Figure 4 

and Supporting Information Figure S10).  
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Figure 4. Depiction of X 4B1 MnO2 MOs (isovalue: 0.01 e/bohr3) derived from Mn 3dx2-y2 and 
3dxy hybridization with O 2p states for three different values of aHF compared to orb-opt 
CCSD(T). The orb-opt CCSD(T) orbitals were obtained at the CCSD(T) equilibrium geometry. 
 

 Thus far, we have focused on the synergistic relationship between qualitative corrections 

of density delocalization error with quantitative improvements in structural properties. To make 

the connection to energetic delocalization error (EDE i.e., deviation from piecewise linearity47, 50, 

128), we evaluate how EDE is reduced by increasing aHF and find hybrid tuning to improve but 

not eliminate EDE (Supporting Information Figure S11 and Table S8). An alternative approach 

to eliminating EDE is to tune37-44 the range-separation parameter in a range-separated hybrid 

(RSH) functional with HF exchange in the long range. For X 4B1 MnO2, we observe some 

improvements in the density with an RSH but insufficient PEC tuning, with minimal changes to 

the equilibrium PBE ∠(O-Mn-O) (Supporting Information Figures S12-S13). Simultaneous 

tuning of range separation and global exchange could be of interest in future work to identify if 

more adjustable parameters facilitate the simultaneous improvement of multiple properties.  

3.a.2. Density and Structure in other MO2 Molecules. 

To generalize the structure–density observations from MnO2, we extend our study to four 

other mid-row MO2 molecules (M = Cr, Fe, Co, or Ni) in their low-lying states (details provided 

in Sec. 2). We compare angular PECs for all low-lying states with dM-O fixed to the ground state 

PBE equilibrium values, which have a narrow range (from 1.57 Å for CoO2 to 1.60 Å for NiO2, 
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see Supporting Information Tables S4-S5). In most cases (e.g., Cr, Mn, and Fe), this bond length 

is close (i.e., within 0.01-0.05 Å) to both the equilibrium value in other low-lying states and 

insensitive to increasing aHF (Supporting Information Table S5). Differences in population of 

anti-bonding orbitals for high-spin states (e.g., quintet or sextet) over low- and intermediate-spin 

states in later transition metals (i.e., Co or Ni) leads to a wider range (ca. 0.1 Å) of equilibrium 

dM-O values across spin states and aHF values (Supporting Information Table S5). However, given 

the observations on angular PECs in MnO2 with varied M-O bond lengths, we can expect 

qualitative trends in angular PECs to hold (see Figure 3).  

In almost all (12 of 13) cases, HF exchange increases ∠(O-M-O) monotonically, which 

broadly improves agreement with CCSD(T) or experiment (Supporting Information Table S4 

and Figures S14-S16).  The exception, X 
  
1Σg

+  NiO2, has a shallow PBE PEC with a bent structure 

(∠(O-Ni-O) = 168°) nearly degenerate with the linear structure, and increasing HF exchange 

weakly favors the bent minimum (aHF = 0.4: ∠(O-Ni-O) = 150°, ΔE(linear-bent) = 0.06 eV), an 

effect that is preserved in fully relaxed structures (Supporting Information Tables S4-S6 and 

Figure S16).  

Focusing on FeO2 as a representative case, we observe that reduced anti-bonding 

occupations in the minority spin of 5B2 leads to a significantly deeper PBE PEC (i.e., larger 

ΔE(linear-bent)) than for the X 3B1 or 1A1 states (Figure 5). The shift in equilibrium ∠(O-Fe-O) 

with increasing aHF is most significant for the shallower singlet and triplet PECs, but in all cases 

HF exchange significantly reduces the depth of the PEC (Figure 5). A comparison to the 

CCSD(T) PECs indicates that moderately high aHF (0.3-0.4) would recover agreement between 

DFT and the CCSD(T) references for the triplet and quintet states (Figure 5). Conversely, the 

already linear-favoring PBE PEC for the singlet state is not significantly improved by increasing 
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aHF (Figure 5). Similar observations hold in comparisons of the steeper high-spin or 

intermediate-spin MnO2 and CoO2 states to their shallower, low-spin counterparts (see Figure 3 

and Supporting Information Figures S8 and S15). For CrO2, this trend reverses due to lower 

nominal d filling, with a more acute, deeper 1A1 PEC also being more sensitive to exchange than 

the X 3B1 state (Supporting Information Figure S14).  

 
Figure 5. Angular PECs for a fixed dFe-O=1.58 Å in the low-lying states of FeO2 (top: 1A1, 
middle: X 3B1, and bottom: 5B2) computed for PBE at three aHF values: 0.0 (red circles), 0.2 
(green circles), and 0.4 (blue circles) as well as CCSD(T) reference (grey triangles). The 
mnimum energy angle for each PEC is labeled by a vertical line (dashed for DFT, solid for 
CCSD(T)) of the same color. 

 

To compare underlying factors that determine how the remaining 12 PECs evolve with 

HF exchange, we compute linearized sensitivities (see Sec. 2) of ∠(O-M-O) and ΔE(linear-bent) 

values for the fixed dM-O PECs across all MO2 molecules. The linear approximation holds best 

(R2 ≥ 0.95) for M = Cr, Mn, or Fe but reasonably well in the remaining cases (Supporting 

Information Tables S4 and S6). A wide range of angular sensitivities is observed both across all 

states (6-132°/HFX) and the five ground states (15 to 39°/HFX, Supporting Information Table 

S4). Increasing aHF softens these 12 PECs overall, as evidenced through ΔE(linear-bent) values 
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reduced to roughly half their PBE values for aHF = 0.4, broadly improving agreement with 

CCSD(T) (Supporting Information Table S6). These changes correspond to a wide range of 

ΔE(linear-bent) sensitivities for both ground states (-0.08 to -0.80 eV/HFX) and overall (-0.08 to 

-2.13 eV/HFX, Supporting Information Table S6). Within a single metal or spin state, 

correlations exist between sensitivities and PBE properties, but no correlation holds across the 

entire series (Supporting Information Figure S17). 

 These linearized exchange sensitivities also enable interpolation of an aHF that optimally 

matches the CCSD(T) ∠(O-M-O) and ΔE(linear-bent) values (Supporting Information Figure 

S18). For both CrO2 states, a single optimal aHF (0.1–0.2) improves both well depth and 

minimum simultaneously, whereas the PECs for singlet states of FeO2 and NiO2 cannot be 

improved with HF exchange (Supporting Information Figure S18). Moderate exchange at higher 

values (i.e., aHF = 0.2–0.4) than was needed for CrO2 can generally improve both properties 

simultaneously for the other states of MnO2, FeO2, or NiO2 (Supporting Information Figure S18). 

Thus, as judged through these two properties, tuning HF exchange qualitatively improves 

agreement of DFT PECs with CCSD(T) references. To improve DFT minimum ∠(O-M-O) 

agreement with CCSD(T) references globally across all molecules and spin states, a relatively 

low HF exchange fraction (aHF = 0.1-0.2, mean absolute error, MAE = 7°) provides the best 

compromise (Supporting Information Figure S19). The global improvement over pure PBE 

(MAE = 8°) is modest due to the strong metal and spin-state dependence of the optimal aHF value 

(Supporting Information Figure S19). 

To determine if these energetic changes are broadly consistent with the effect of hybrid 

tuning on the density, we compute partial charges of all five ground state MO2 molecules with 

both tuned DFT and CCSD(T) methods in their CCSD(T) equilibrium structures (Supporting 
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Information Figures S2-S6 and S9). As with MnO2, PBE partial charges are a consistent 

underestimate of CCSD(T) values, and increasing aHF improves agreement with CCSD(T) 

(Supporting Information Figure S9). However, the high aHF values around 0.4 that are needed to 

recover the best agreement with CCSD(T) are higher than the values that improve agreement for 

PEC characteristics in some cases (e.g., CrO2, Supporting Information Figure S9). Overall, 

hybrid tuning improves density and energy properties synergistically but not at a one-size-fits-all 

aHF value. 

To further rationalize differences in exchange sensitivity across metals and spin states, 

we compare averaged density properties of the δ molecular orbital (MO) with metal dx2-y2 

character, since the excess delocalization of density into the non-bonded O…O interaction was 

observed to be key to explaining effects of hybrid tuning on X 4B1 MnO2. We integrate the total 

doubly-occupied (i.e., spin-up and -down ρ(δ(dx2-y2))=|φα|
2+|φβ|

2) PBE density in the x- and y-

directions after orienting the molecule with the O…O vector along the z-axis (see Figure 6 inset): 

 ρ(z)= ρ(!r )dxdy
−∞

∞

∫   (2) 

We first analyze the densities in the ground state X 3B1 and low-lying 1A1 or 5B2 states of 

FeO2, which were noted to have distinct structural sensitivities to HF exchange, to ascertain 

whether characteristics of the δ(dx2-y2) density might underlie these differences. Distinct ρ(z) 

profiles are observed at a single fixed geometry (d(Fe-O) = 1.58 Å, ∠(O-Fe-O) = 144°) for the 

three spin states, with predominant localization on the metal (z = 0) for 5B2 FeO2 and more 

distributed metal- and oxygen-centered densities in X 3B1 or 1A1 FeO2 (Figure 6). The triplet and 

singlet states differ most in the broader peak widths for the triplet; the relative metal and oxygen 

peak heights are comparable in the singlet, whereas the triplet has enhanced metal density 
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(Figure 6). These differences in ρ(z) for the δ(dx2-y2) orbital are associated with differences in HF 

exchange sensitivity: the least delocalization in the 5B2 δ(dx2-y2) density correlates to the lowest 

geometric (i.e., ∠(O-Fe-O)) sensitivity (Figure 6).  

 
Figure 6. (top) Distribution of total spin-up and spin-down δ(dx2-y2) PBE-calculated electron 
density averaged along the z-axis, ρ(z) (in e/Å), for three low-lying states of FeO2: 1A1, X 3B1, 
and 5B2. The same FeO2 structure (bond length: 1.58 Å, ∠(O-Fe-O): 144°) is used for comparison 
of the electron density of the three spin states, and the alignment of the molecule to the z-axis is 
depicted in inset. (bottom) Optimized ∠(O-Fe-O) (in °) from the PEC (dFe-O =1.58 Å) for the 
three low-lying states of FeO2 with increasing aHF from 0.0 to 0.4 along with linear fits colored 
according to the legend in the top pane.   

 

We repeat the analysis for the averaged, total density of the doubly-occupied, nominally 

bonding (i.e., σ(dz2), π(dxz), π(dyz)) and non-bonding (i.e., δ(dxy)) MOs with 3d character for all 

three FeO2 states. The bonding states are equivalently delocalized regardless of spin state, 

whereas δ(dxy) trends are the same as for δ(dx2-y2), motivating a focus on the δ-derived density 

(Supporting Information Figure S20). Extension of this analysis to other MO2 molecules shows 
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balanced, broad peak heights for CrO2 that are comparable for both singlet and triplet states and 

also have high angular sensitivities similar to the most sensitive (i.e., singlet) FeO2 state 

(Supporting Information Figure S21). For MnO2, a more FeO2-like spin-state dependence of 

delocalization and exchange sensitivities is observed; the more delocalized doublet has greater 

sensitivity than the quartet (Supporting Information Figure S22).  

Although this analysis has been focused on PBE MO densities, the density can be 

expected to evolve with increasing aHF (see Figure 3). Increasing HF exchange fraction has 

almost no effect on the already metal-localized 5B2 ρ(z) for the δ(dx2-y2) MO in FeO2, whereas 

significant changes occur for the 1A1 and X 3B1 ρ(z), localizing density away from or onto the 

metal, respectively (Supporting Information Figure S23). Thus, enhanced geometric sensitivity 

of low-spin states over high-spin states can be interpreted in terms of the greater sensitivity of 

key MO density distributions to HF exchange.  

3b. Spin State Energetics for MO2 molecules.  

We have shown that incorporating HF exchange generally improves density and 

geometry simultaneously within an electronic state, and we expect hybrid tuning to also have a 

significant effect on energetic ordering of spin states.20-24, 29, 59, 76 Thus, we next consider whether 

agreement with experimental ground state assignments for MO2 molecules are achieved with 

hybrids as well. We compare low-spin (LS) states (i.e., 1A1 for CrO2 and FeO2, 2B1 for MnO2, X 

2Δg for CoO2 and X  
1Σg

+  for NiO2) to intermediate-spin (IS) states that have two more unpaired 

electrons (i.e., X 3B1 for CrO2 and FeO2, X 4B1 for MnO2, 4A1 for CoO2, and 3A2 for NiO2). This 

qualitative state assignment keeps the change in number of paired electrons consistent, 

simplifying interpretation of functional sensitivity24, 29, and we also compare remaining high-spin 

(HS) states (5B2 for FeO2, 6A1 for CoO2, and 5A1 for NiO2) in select cases.  
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The IS states are the experimentally determined ground states for early- to mid-row MO2 

molecules, whereas LS states are preferred for CoO2 and NiO2, with HS states always 

disfavored. To compute spin state energetics, we re-optimize geometries with increasing HF 

exchange in each spin state (Supporting Information Table S5). Surprisingly given the significant 

density and geometry errors obtained with PBE, the PBE functional predicts the correct ground 

state across all five transition metal dioxides (Figure 7). As expected20-24, 29, 59, 76, IS and HS 

states are monotonically stabilized with respect to LS states when the HF exchange fraction is 

increased (Figure 7). Incorporating HF exchange therefore preserves agreement with 

experimental assignment when IS states are the experimental ground state (Cr, Mn) but worsens 

agreement for LS ground state transition metal dioxides (Ni or Co) even at modest aHF values 

(0.1-0.2, Figure 7 and Supporting Information Table S9). For Fe, the IS state remains stabilized 

with respect to the LS state, but at the high HF exchange values needed to improve X 3B1 FeO2 

structural agreement with experiment89-90 (∠(O-M-O)  = 149° at aHF = 0.4 vs. 150° from expt.), 

the HS state is predicted to be the most stable by 8 kcal/mol (Figure 7 and Supporting 

Information Tables S5 and S9). 

 
Figure 7. (left) Adiabatic spin-splitting energies (in kcal/mol) for ΔEI-L (circles, black lines) and, 
where applicable, ΔEH-L (triangles, gray lines) for MO2 (M = Cr, Mn, Fe, Co, or Ni). The PBE 
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results are calculated on fully relaxed geometries for aHF values ranging from 0.0 (red symbols) 
to 0.4 (blue symbols), as indicated in inset legend. (right) The sensitivity of spin-state energetics 
with respect to HF exchange (i.e., ∂ΔEH/I-L/∂aHF, in kcal/mol.HFX) for the systems studied on the 
left following the same color scheme (I-L in black and H-L in gray). 

 

To assess the effect of HF exchange on spin-state ordering across these transition metal 

dioxides, we compare the approximate, linearized exchange sensitivity22, 24, 29, 54 (see Sec. 2) of 

the HS/IS to LS adiabatic energy difference (i.e., ΔEH-L or ΔEI-L, Supporting Information Table 

S9). Across the five molecules studied, increasing 3d filling correlates to increasing ΔEI-L 

exchange sensitivity, in contrast with other properties (e.g., ΔE(linear-bent)) that showed no such 

3d filling dependence (Figure 7 and Supporting Information Tables S6 and S9). Delocalization 

differences between the states being compared54, 129 (e.g., IS and LS in spin-splitting energies54) 

have been proposed to correlate to exchange sensitivities. To quantify differences in relative 

delocalization across the transition metal dioxides, we again compare the ρ(z) of δ(dx2-y2) states 

(see Sec. 3a). Integrating the area under the metal-centered peak of the density (i.e., between the 

ρ(z) local minima) reveals an increasing amount of metal-localized density for the IS states but 

decreased metal-localized density in the LS states with increasing 3d filling (Supporting 

Information Figure S24). Increasing exchange sensitivity magnitudes demonstrate a good linear 

correlation (R2=0.91) to the increasing imbalances in delocalization between the LS and IS states 

(Supporting Information Figure S24). For Fe, Co, and Ni, ΔEH-L sensitivities are higher than the 

equivalent ΔEI-L values, but no monotonic trend is observed (Figure 7). 

We also consider whether differences in the effect of HF exchange on geometries (i.e., 

dM-O and ∠(O-M-O)) for each spin state might influence the differing spin-state-ordering 

exchange sensitivities. The PBE M-O bonds agree within 0.01–0.03 Å for IS and LS states, 

being slightly shorter in the LS state (Supporting Information Table S5). Incorporating HF 
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exchange causes all LS state M-O bonds to shorten by 0.01–0.05 Å, whereas the effect on the IS 

state is more variable, leading to greater differences in IS and LS dM-O at high aHF values 

especially for later transition metal FeO2 and NiO2 but not CoO2 (Supporting Information Table 

S5). Thus, geometric changes compound spin-state sensitivity in cases with M-O bond 

elongation (e.g., 5A1 and 3A2 NiO2 or 6A1 CoO2) corresponding to a bent-to-linear transition at 

high HF exchange values, although this observation does not explain all high-sensitivity cases 

(e.g., for the ∠(O-Fe-O) = 120° 5B2 FeO2 case, Supporting Information Table S5).  

Overall, these observations indicate that single-parameter tuning of a global hybrid can 

improve density and geometry in a consistent manner but cannot be anticipated to 

simultaneously recover spin-state energetics. The significant multi-reference character of nearly 

all states considered could point toward static correlation error playing an overriding role in 

relative spin-state energetics at high fractions of HF exchange (Supporting Information Table 

S3).  

3c. Energetic Trends in Diatomic Species.  

To determine how broadly applicable our observations on transition metal dioxides are to 

metal–organic bonds, we evaluate the effect of method choice on densities and structures in 

related transition metal diatomics. We examine five previously-studied130 isoelectronic diatomics 

that are nominally expected to have more ionic (i.e., CrF, CrO-) or more covalent (i.e., MnO, 

FeN, and FeO+) character. For consistency, we study only a single 6Σ+ electronic state, which is 

the known experimental ground state in most cases88, 96-103. From the PECs of these molecules 

evaluated with DFT or CCSD(T), we extract equilibrium bond lengths (re), harmonic frequencies 

(ωe), and bond dissociation energies (De) (Table 1 and Supporting Information Tables S2 and 

S10). 
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Table 1. Comparison of calculated properties for 6Σ+ isoelectronic diatomics: bond lengths (re, in 
Å), harmonic frequencies (ωe, in cm-1), and dissociation energies (De, in eV). Results are 
obtained for PBE with aHF = 0.0 to 0.4 in increments of 0.1 as well as a CCSD(T) reference and 
compared to available experimental results (Expt.). 

  

aHF CCSD(T) Expt. 

 

0.0 0.1 0.2 0.3 0.4 
  

CrF re 1.788 1.788 1.786 1.786 1.784 1.784 1.784a 

 
ωe 647 648 651 653 657 676 664a 

 
De 5.23 5.08 4.94 4.82 4.72 4.69 4.57b 

CrO- re 1.680 1.678 1.678 1.678 1.676 1.688 -- 

 
ωe 836 841 845 850 855 845 780±80c 

 
De 4.57 4.24 3.95 3.68 3.44 4.00 -- 

MnO re 1.625 1.621 1.622 1.629 1.643 1.639 1.648d 

 
ωe 913 912 893 851 773 839 833d 

 
De 5.26 4.71 4.20 3.76 3.40 3.28 3.83e 

FeNd re 1.610 1.604 1.604 1.614 1.628 1.595 --  

 
ωe 898 880 832 767 723 912 -- 

 
De 

re 

3.37 

1.632 

3.05 

1.626 

2.60 

1.622 

2.18 

1.622 

1.82 

1.628 

2.92 

1.640 

-- 

1.643b, 1.641c FeO+ re 1.632 1.626 1.622 1.622 1.628 1.640 1.643f, 1.641g 

 
ωe 868 873 863 836 802 706 844g 

 
De 4.62 4.01 3.43 2.91 2.42 3.19 3.52±0.02h  

a. Fourier transform spectrophotometry, reference96-97 
b. Thermochemical value (mass-spectrum), reference131 
c. Ultraviolet negative-ion photoelectron spectroscopy, reference98 
d. Electronic spectroscopy, reference99-100 
e. Photoelectron spectroscopy, reference88 
f. Resonance enhanced photodissociation spectroscopy, reference101 
g. Microwave spectroscopy, reference102 
h. Photoionization efficiency curve, reference103   

Consistent with expected ionic or covalent character, CrF and CrO- have longer PBE re 

values of 1.79 Å and 1.68 Å in comparison to a shorter re around 1.61-1.63 for FeN, MnO, and 

FeO+ (Table 1). As for the MO2 cases, incorporating HF exchange has a limited impact on 

equilibrium bond length (CrF or CrO-: 0.004 Å, MnO, FeN, and FeO+: 0.02-0.03 Å from aHF=0.0 

to 0.4) in these systems, unlike observations130 with DFT+U (Table 1). The PBE bond lengths of 
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all five diatomic molecules are generally within 0.01-0.02 Å of the CCSD(T) values or 

experiment, and the modest effect of exchange on structure means aHF cannot be tuned to 

improve this agreement (Table 1).  

As with bond lengths, HF exchange has a divergent effect on harmonic frequencies, ωe, 

of the covalent and ionic diatomics (Figure 8). Incorporating HF exchange lowers the 

frequencies of the covalent MnO, FeN, or FeO+ by around 70 to 180 cm-1, whereas the 

frequencies of CrF and CrO- are increased slightly by 10–20 cm-1. This reduction in ωe of the 

covalent cases is consistent with the softening of the PEC we observed in MnO2 or FeO2, 

whereas the behavior of the ionic CrF and CrO- species differs slightly from our previous 

observations (Figure 8). Incorporating exchange improves agreement of DFT-calculated ωe 

values with CCSD(T) for four of the five cases, significantly improving the most delocalized, 

covalent cases of FeO+ and MnO and slightly improving CrF and CrO- (Figure 8). Analysis of 

these four diatomics would motivate an aHF = 0.4, but a very high CCSD(T) frequency in FeN 

cannot be reproduced at non-zero values of aHF. This analysis highlights the limitations of HF 

exchange tuning for correcting all imbalances in the DFT treatment of the metal–organic bond. 
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Figure 8. (top) Example De and PECs for 6Σ+ MnO evaluated at aHF = 0.0 (red lines and circles), 
0.2 (gray lines and circles), and 0.4 (blue lines and circles) with a Morse potential fit through 
each data set shown, and the PBE De annotated as a red dashed line. (bottom) De (middle pane) 
and ωe (bottom pane) of 6Σ+ isoelectronic diatomics with varying aHF values ranging from 0.0 
(red symbols) to 0.4 (blue symbols), as indicated in inset legend. The CCSD(T) reference results 
are shown as green horizontal lines.  

 

All PBE De values are significant overestimates of CCSD(T) or experimental values, 

where available, with the largest overestimates for the more covalent diatomics (Figure 8 and 

Table 1). Unlike more molecule-specific trends observed for re or ωe, the dissociation energy, De, 

consistently decreases with aHF fraction across all five diatomics (Figure 8). Overall, the De 

decreases linearly with aHF (R2 = 0.99), with higher sensitivities observed for the more covalent 

species (Figure 8 and Supporting Information Figure S25). As a result, moderate (aHF=0.2) 

exchange fractions produce very good agreement with CCSD(T) De values in most cases (Figure 

8). Higher exchange fractions, which had been motivated for other properties or molecules, 

would lead to significant underestimation of De values in some cases (FeN, FeO+, and CrO-) but 

good agreement in others (CrF and MnO). Overall, the covalent species behave in the expected 

manner consistent with our observations on the MO2 series, with lower ωe, slightly elongated re, 
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and reduced De with HF exchange incorporation due to PEC softening. In contrast, the more 

ionic CrF or CrO- behave more unexpectedly, where weak increases in ωe and a shortening of re 

contrast with a reduction in De, meriting further investigation of the relationship of these 

energetic changes to changes in the density.  

3d. Density Trends in Diatomic Species. 

To analyze the effect of HF exchange on density properties, we again compute metal 

partial charges, qM, obtained from Bader analysis126-127 and evaluated at a fixed 1.635 Å bond 

distance (see Sec. 2). As with the MO2 molecules, all PBE qM values are significant 

underestimates of CCSD(T) values (i.e., the bond is less polarized), with the largest (ca. 0.3 e) 

underestimate for negatively charged CrO-. Incorporation of HF exchange thus improves 

agreement with CCSD(T) across all five diatomics by generally increasing qM by 0.08-0.14 e 

over PBE values when using aHF = 0.4 (Figure 9). This value of aHF coincides with the optimal 

one for recovering the CCSD(T) value of ωe but would lead to underestimation of De.  

 
Figure 9. Metal partial charge, qM, (in e) for 6Σ+ diatomic molecules (bond distance: 1.635 Å) 
calculated using PBE with aHF values ranging from 0.0 to 0.4 (red to blue circles, as in inset 
legend) and compared to CCSD(T) reference (green lines).  

 

As we did for other quantities, we approximate the sensitivity of the partial charges to HF 

exchange as a linear quantity (i.e., ∂qM/∂aHF ≈ ΔqM/ΔaHF). The highly ionic species, CrF, 
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displays the lowest sensitivity of 0.2 e/HFX, whereas all other diatomics are significantly higher 

(ca. 0.3 e/HFX, Supporting Information Table S11). For a pair of neutral and charged molecules 

with the same metal atom, the charged molecule exhibits higher sensitivity (e.g., 0.19 e/HFX for 

CrF vs. 0.34 e/HFX for CrO-).  

To understand the origins of relative sensitivities of structural and partial charge 

properties across the 6Σ+ isoelectronic diatomics, we analyze differences in the electron density 

following a comparable procedure to that for the MO2 molecules. The frontier orbitals of the 6Σ+ 

isoelectronic diatomics consist of doubly occupied σ bonding (
  
3d

z2 + 2pz) and two π bonding 

orbitals (πxz: 3dxz+ 2px and πyz: 3dyz+ 2py) along with the three corresponding singly-occupied 

(i.e., spin up σ*, πxz*, and πyz*) anti-bonding orbitals and two singly-occupied metal 3d non-

bonding (i.e., δ) orbitals (Supporting Information Figure S26). Since differences in the bonding 

or non-bonding orbitals among the isoelectronic species as well as changes in their character 

with HF exchange are expected to have the most significant effect on the PECs, we focus on the 

principal-axis (i.e., z) averaged, total spin-up and spin-down PBE density for the bonding 

orbitals. We align the molecule along the z-axis and average the density following eqn. (2) at a 

fixed 1.635 Å bond distance to facilitate comparison.  

In agreement with qualitative expectations of differences in ionic or covalent bond 

character, the five molecules exhibit distinct density profiles, ρ(z), for both the σ and π bonding 

orbitals (Figure 10). For all bonding orbitals, the ionic (i.e., CrF and CrO-) cases exhibit less 

density in the region between the two nuclei, whereas the more covalent (i.e., FeN, FeO+, and 

MnO) cases have a larger fraction of the density in this region (Figure 10). Nominally, charged 

species have more delocalization of the density in the bond (i.e., are more covalent) than the 

equivalent (i.e., same metal) neutral species. These trends can be quantified using the standard 
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deviation of the distribution of ρ(z) values between the nuclei, which we refer to as the 

fluctuation of the density (see Sec. 2 and Supporting Information Table S12). Smaller 

fluctuations in the bonding orbitals correspond to more delocalization, e.g. in CrO- vs. CrF (σ: 

0.14 vs. 0.22 e/Å and πxz/πyz: 0.29 vs. 0.44 e/Å), consistent with our earlier observations on 

differences in these two molecules. For the πxz/πyz orbitals, CrF and CrO- fluctuations are ca. 

twice the values (0.16–0.19 e/Å) for the other three molecules, explaining the reduced relative 

sensitivity of CrF and CrO- structural properties to HF exchange. 

 
Figure 10. Distribution of total spin-up and spin-down PBE-calculated electron density averaged 
along the z-axis, ρ(z) (in e/Å), for σ (top) or πxz/yz (bottom) bonding orbitals in isoelectronic 6Σ+ 
molecules (bond distance: 1.635 Å). Representative molecular orbitals for MnO are shown in 
insets (isosurface: 0.1 e/bohr3). Vertical dashed grey lines indicate the position of the metal (at 0 
Å) and the coordinating atom (at 1.635 Å). 

 

For MO2 molecules, the shapes of highly delocalized orbitals were more sensitive to 
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hybrid tuning than localized orbitals, a trend that also holds for the 6Σ+ diatomics. By evaluating 

the change in the density distribution, Δρ(z), with increasing aHF, we observe that the more 

covalent MnO bonding orbitals change more significantly than those of the more ionic CrF 

(Supporting Information Figure S27).  

Apparently at odds with qM analysis, the Δρ(z) for the MnO bonding orbitals indicates 

that the density on the metal in these orbitals increases with aHF (see Figure 9 and Supporting 

Information Figure S27). However, as aHF increases, metal electron density gain in the bonding 

orbitals (e.g., +0.22 e for Mn in MnO) is offset by depletion in anti-bonding orbitals (e.g., -0.29 e 

for Mn in MnO) and unaffected by limited changes in the non-bonding orbitals (Supporting 

Information Figures S28-S29). In comparison to MnO, changes in CrF orbitals of all types are in 

the same direction but much smaller in magnitude, explaining the lower partial charge sensitivity 

of more ionic species as well. Overall, HF exchange has a consistent effect on density properties 

of the 6Σ+ states, localizing density away from the bond and therefore in most cases softening 

potential energy curves, in improved agreement with accurate reference results. However, no 

single aHF value is likely to work across all types of chemical bonding or all properties.  

4. Conclusions. 

Using a series of representative transition metal-containing small molecules, we have 

studied the relationships of semi-local, approximate DFT density, structural, and energetic errors.  

By comparing to accurate correlated wavefunction theory and experimental references, we have 

shown how reducing density delocalization error in transition metal triatomics (MO2, where M = 

Cr, Mn, Fe, Co, or Ni) through incorporating of HF exchange in most cases also improves the 

properties of the Born–Oppenheimer potential energy surface (PES) with respect to accurate 

references. Where semi-local DFT MO2 angles were too acute and bent structures were too 
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stabilized, hybrid functionals (aHF = 0.2–0.4) penalized density delocalization in nominally non-

bonded δ-type orbitals to produce improved, shallower angular potential energy curves, as 

evidenced through increased O-M-O angles and reduced ΔE(linear-bent) values or harmonic 

frequencies. This reduction in density delocalization error could also be observed through 

increased partial charges on the metal ion, indicative of localization of density onto the oxygen 

and away from the metal-oxygen bond in improved agreement with CCSD(T) partial charges. 

Evaluation of energetic and density properties of a series of isoelectronic 6Σ+ diatomic molecules 

indicated that these observations on triatomics were general to covalent metal–organic bonds 

(e.g., in MnO, FeO+, and FeN) but divergent from the behavior of more ionic bonds (e.g., in 

CrO- and CrF).  

Although the optimal choice of exchange was seen to be both property and system 

specific, incorporating HF exchange tended to synergistically improve properties of density, 

structure, and energetics within a single PES characterized by moderately covalent bonding. The 

same improvement was not be observed in the ordering between MO2 spin states, as already 

good agreement of semi-local DFT spin state ordering with CCSD(T) or experiment was 

worsened by over-stabilization of intermediate- and high-spin states when HF exchange was 

added. This study provides some evidence that hybrid tuning can synergistically improve DFT 

properties for the right reason by improving density delocalization errors and geometric errors in 

a physically consistent manner. More work is needed to improve upon this result, including 

through flexible functional forms that simultaneously correct static correlation error and 

delocalization error. 
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