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Abstract 

Experimental ion mobility-mass spectrometry (IM-MS) results are often correlated to 

three-dimensional structures owing to theoretical chemistry calculations. The bottleneck 

of this approach is the need for accurate values, both experimentally and theoretically 

predicted. Here, we analyze experimental and theoretical collision cross-section (CCS) 

evolutions instead of interpreting absolute CCS values. Experimentally, the CCS trends 

of synthetic homopolymers are analyzed as a function of increasing degrees of 

polymerization (DP) for different charge states. Then, shape evolutions of modeled shape 

deformations yield theoretical CCS trends, calculated using new software called 

MoShade (projected area calculations). The shapes are modeled using computer-aided 

design software where we considered only geometric factors: no atoms, chemical 

potentials or interactions are taken into consideration to make the method orthogonal to 

classical methods for 3D shape assessments using time-consuming computational 

chemistry. We are able to correlate modeled shape evolutions to experimentally-obtained 

polymer CCS trends. We thus modeled the apparent volume or envelope of their ion-drift 

gas interactions as sampled by IM-MS. Moreover, the CCS of convex shapes could be 

directly related to their surface area. The relation seems to hold even for concave shapes 

which could be correlated to geometry-optimized structures of ions obtained by 

conventional computational chemistry methods. Modeling beads-on-a-string shape 

evolutions allows extracting precise dimension relations between two homopolymers, 

without modeling any chemical interactions. 
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Introduction 

Ion Mobility-Mass Spectrometry (IM-MS) is being increasingly used for structural 

characterization of small molecules1,2, biomolecule folds3–5 or even synthetic polymer 

folds in the gas phase6–10. Nevertheless, the two-dimensional shape information yielded 

by IM-MS as reduced ion mobility (K0) or Collision Cross-Section (CCS) is very often 

insufficient for detailed structural characterizations. Therefore, theoretical chemistry 

calculations are usually coupled to the IM-MS experiments. Density Functional Theory 

(DFT), Molecular Mechanics (MM), Molecular Dynamics (MD) or different couplings of 

these structure calculation methods are applied to provide detailed three-dimensional 

structures of the measured systems8–13. The best experiment-theory CCS value 

agreement14 (often empirically fixed at ≤ 5% deviation) is then used as criterion to choose 

the three-dimensional structure(s) representing the ion shape sampled by IM-MS. 

Structural interpretations can then be undertaken. 

However, there is neither a full consensus on how to calculate these three-dimensional 

structures (DFT, MM, MD, choice of force fields, choice of charge descriptions…), nor 

on how to calculate the CCS values15–21. The major issues are the unknown experimental 

(ion) temperatures (i.e. the ion’s internal energy and the ion-drift gas interactions) in IM-

MS22–25 and the rapidly increasing computational cost of the calculations when the 

analyzed systems increase in size (number of electrons or number of atoms), which limits 

the affordability of detailed theoretical descriptions15–21. Furthermore, additional 

developments in experimental resolving power6,26–30 will increase the need for detailed 

theoretical descriptions of small effects such as dipole moments yielding non-negligible 

dipole-neutral (ion-drift gas) interactions11,31,32. 
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Regarding the CCS calculations, several different algorithms have been developed15–21,33. 

They differ in computational cost34 as well as in the detailed descriptions of the 

interactions between the charged ions and the neutral drift gas particles. The CCS 

calculation algorithms range from calculating ion projections (shadows) to calculating 

detailed trajectories of the drift gas particles colliding with the ions, taking into account 

different levels of long-range potentials (e.g. Lennard-Jones potential), dipole-neutral 

interactions etc.16,19,35. 

Throughout the process of coupling experimental and theoretical results, the issue of 

comparing absolute CCS values arises. Both the experimental accurateness of CCS 

values7,36,37 as well as the correct theoretical description of the system and its interactions 

are then of crucial importance. Here, we develop a new way of coupling theoretical to 

experimental results by avoiding absolute CCS value comparisons. This leads to an 

orthogonal and analytically robust shape interpretation methodology for IM-MS. For this 

purpose, we based our study on synthetic polymers where many data points can be 

generated (by increasing the polymer chain length, Degree of Polymerization, DP) 

without changing the essence of the interactions of the polymer-cation complexes. 

Experimental CCS evolutions are then interpreted through a fitting method38. 

Experimental fit parameters are then compared to fit parameters from CCS trends 

obtained from modeled structure evolutions. Modeled CCS evolutions are obtained 

through a new CCS calculation program named MoShade. Our MoShade calculations are 

purely geometric shape-based analyses with no 3D structures from theoretical chemistry 

intervening in the process. Shape geometries defining the fit parameters (CCS evolutions) 
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can be extracted and conclusions which could also be applicable to non-polymer systems 

are found. 

 

Materials and Methods 

Polymers and Ion Mobility-Mass Spectrometry. 

Details can be found in the Supporting Information. 

MoShade. 

MoShade is written in C++ and is free software (licensed GPLv2+). MoShade is cross-

platform compiled for Linux and Windows (64-bit). It is a multi-threaded, terminal-based 

(or command prompt) program. The shape inputs are stereolithography .stl or composite 

.gm files. MoShade calculates the volume, the surface area and the CCS (arbitrary units) 

of a shape. It also calculates the ratio of the surface area and the CCS, and the minimum 

and maximum CCS values from all projection angles can be printed (optional). A 

concavity factor is given by calculating the ratio between the sum of the reflex angles and 

the sum of all angles, taken at the edges of each triangle. Its value ranges from 0 

(perfectly convex shape) to 1. This concavity factor depends on the number of triangles 

and cannot be compared between shapes with differing numbers of triangles. 

MoShade can be compiled (on Linux) with or without graphical visualization interface 

(using VTK or FLTK). The graphical visualization allows identifying unconnected 

triangles or even holes in the input structures which could possibly yield incorrect results 

or which increase the duration of the calculation through the loss of calculation 

optimizations. 
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The calculations were performed using optimized integrals and using n=15 samples, 

representing N=900 projection calculations (N=(2n)2; for explanations see section 

below). They were sufficient for yielding invariable MoShade results; verified by 

calculating N=3600 projections (n=30) for several structures. 

MoShade (and nutil) can be downloaded at the following links: 

https://cadxfem.org/svn/cadxfem/moshade/ 

https://cadxfem.org/svn/cadxfem/nutil/ 

https://github.com/JeanRNH/MoShade/releases 

MoShade mathematical background. 

A complete demonstration of the mathematics for (any) concave shapes can be found in 

the dedicated Supporting Information file. Additional developments for convex shapes 

are also developed. 

In brief, MoShade calculates the projected area of the shape by sampling its orientation 

based on the angle θ and the rotation around the axis φ (Figure 1). Eq. 1 yields the 

average projected area  (in other words the CCS).  is the integral of the cross-

section (projected area) for each orientation (θ,φ), normalized (or weighted) by the 

probability to find the shape in one orientation or the other. This probability depends on 

the solid angle covered by an infinitesimal area on the unit sphere. This area is 2π cosθ 

dθ. The projected area is therefore integrated and divided by the integral of the 

probability density. Because of symmetries, we can restrict the computation of the 

average  to 1/4 of the total solid angle (sphere) covered by the variables (θ,φ). Eq. 1 

can be rewritten as Eq. 2 because of symmetries, mainly because a shadow ‘from below’ 

has the same area as a shadow ‘from above’ for any given shape. 

Sp Sp

Sp
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Sp =
Sp θ ,φ( )2π cosθ dθ dφ

−π 2

π 2

∫
−π

π

∫

2π cosθ dθ dφ
−π 2

π 2

∫
−π

π

∫
= 1
4π

Sp θ ,φ( )cosθ dθ dφ
−π 2

π 2

∫
−π

π

∫   (1) 

Sp =
1
π

Sp θ ,φ( )cosθ dθ dφ
0

π 2

∫
0

π
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Figure 1: Illustration of a shape projection (in red below the white/gray shape) as 

performed by MoShade. The angles θ and rotation axis φ describe the shape’s orientation 

and are sampled during the projection calculations. ω is the angle in the (x,y) plane. The 

shape input is given as a mesh and the projected area is calculated as the sum of the 

projections of each of the mesh’s triangles (see text). 

 

If one wishes to use numerical integration instead of trying to integrate analytically, one 

may use Eq. 3 as simple quadrature of Eq. 2, with a uniform repartition of the N samples 

on θi ,φi ∈ 0...π
2

⎡
⎣⎢

⎤
⎦⎥
× 0...π[ ] . The n samples parameterizing a MoShade calculation hence 

lead to N=(2n)2. 
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Sp =
1
π

Sp θ ,φ( )cosθ dθ dφ
0

π 2

∫
0

π

∫ ≈ π
2N

Sp θi ,φi( )cosθi
i
∑   (3) 

To evaluate Sp (θi,φi), the surface of the shape must be decomposed into a mesh of simple 

geometrical elements (e.g. triangles or quads). Therefore MoShade uses mesh input files, 

where the shape is subdivided into small flat triangles (.stl files). The difficulty here is to 

compute the merged projected area for each triangle ‘at once’, i.e. by taking care of the 

shadowing of some triangles by others. MoShade therefore eliminates triangles that are 

not oriented adequately (see Supporting Information), and computes the intersection 

between the projection of each triangle and the current projected area for a given shape 

orientation (θi,φi), and adds only the ‘not already covered’ area, if it exists. 

However, directly using the quadrature in Eq. 3 yields numerical issues. Indeed, the result 

is inaccurate when integrating a constant cross-section coming from a spherical shape for 

instance. This bad behavior originates from the term in cosθ. One could expect an exact 

result even with only one sample point in this case, as for any reasonably good quadrature 

such as Gaussian integration. To reach this goal (i.e. an exact result), the integration is 

optimized using a change of variables (see Supporting Information for more details). The 

term cosθ is cancelled in the integrand so that cosθ dθ is seen as constant. By changing 

θ = sin−1ψ , and by substituting the boundaries of the integral in Eq. 2 to their sinus, one 

obtains Eq. 4, which constitutes the optimized integration used by MoShade. Once again, 

the n samples parameterizing a MoShade calculation lead to N=(2n)2. 

Sp =
1
π

Sp sin
−1ψ ,φ( )dψ dφ

0

1

∫
0

π

∫ ≈ 1
Nπ

Sp sin
−1ψ ,φi( )

i
∑   (4) 
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It should be noted that the change of variable works because the bounds of the integral 

are such that the application θ = sin−1ψ  is monotonous in the interval. 

MoShade input preparation and MoShade Automator. 

The model structure input geometries (.stl files) were prepared using Autodesk 123D 

Design 14.2.2, a free computer-aided design (CAD) software. Free software MoShade 

Automator (licensed GPLv2+), written in FreePascal (Object Pascal) using Lazarus, is a 

cross-platform (Linux and Windows 64-bit) graphical user interface for creating batch 

files of multiple structure inputs. It can also pilot MoShade by running, pausing or 

stopping the execution of MoShade between inputs of multiple batch files. 

MoShade Automator can be downloaded at the following link: 

https://github.com/JeanRNH/MoShadeAutomator/releases 

PEO structure pool. 

The PEO calculations, based on conventional computational chemistry, were performed 

on PEO DP = 14 with 1 or 2 sodium cations. The structures were generated using both 

MM2 and MMFF94 force fields implemented in Chem3D Pro v.11.0. Structure 

optimizations and structure heating to 300 K or more were performed. Intermediately 

stopping the calculations and extracting the structures generated a diverse structure pool 

for the considered complexes. VMD39 1.9.2 yielded conform .stl files for MoShade 

calculations (‘QuickSurf’ shape representation, resolution: 1.0, radius scale: 1.0, density 

isovalue: 0.3, grid spacing: 1.0). 
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Results and Discussions 

Polymers in IM-MS and experimental pow fitting parameters. 

Figure 2 plots the CCS as a function of the Degree of Polymerization (DP; converted 

from the mass-to-charge m/z ratio) of PEO (5000 g/mol). The CCS evolution of highly 

charged polymer ions is generally increasing with increasing DP (e.g. [PEO + 4Na+]4+ to 

[PEO + 9Na+]9+). In different DP regions, the CCS decreases while the DP still increases 

(e.g. [PEO + 4Na+]4+ 93 < DP < 100 and 130 < DP < 140). During these disruptions in 

the generally increasing CCS evolutions, owing to an enhanced charge solvation inducing 

a decreased Coulomb repulsion with the elongating polymer chain, the three-dimensional 

structures of the complexes rearrange. After having undergone several structural 

rearrangements, the higher charge states merge with the most compact CCS evolution 

(i.e. the common trend line7,8,38), here represented by the [PEO + 3Na+]3+ complexes 

above DP 100. 

 

Figure 2: Collision Cross-Section (CCS) as a function of the Degree of Polymerization 

(DP) of poly(ethylene oxide) PEO. The charge states range from 3+ to 9+ using sodium 
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cation adducts. The dotted lines represent the CCS evolution fits (Eq. 5) and the pow fit 

parameter of each fit is given. 

 

The CCS evolutions before and after the structural rearrangements can be fitted using Eq. 

5. In this study, we focused on the pow parameter. As we showed, it contains the shape 

information of the complexes. Interpretations on the parameter A will be the focus of a 

specifically dedicated paper. When fitting the CCS evolutions38, the pow fit parameters of 

the polymer-cation complexes are found to roughly range from around 0.55 to 0.95. 

  (5) 

where Ω represents the CCS, DP represents the Degree of Polymerization and A and pow 

are the fitting parameters (as developed in another paper from our group38). 

Geometric structures and theoretical pow fitting parameters. 

The aim of the CCS calculations using MoShade is to investigate CCS evolutions of 

simple geometric shapes whose dimensions are perfectly tuned and controlled. From 

these shapes, controlled shape elongations and deformations are undertaken to study their 

effects on the CCS (i.e. CCS evolutions). In order to generate such model shapes, shapes 

were designed using a CAD software with no theoretical chemistry a prioris intervening. 

The known shape dimensions allow calculating the shape volume, which relates to the 

experimental polymer DP values and which enables our experiment-theory comparison. 

Additionally, MoShade calculates projections of the shapes without modeling any drift 

gas particles. The calculations take into account neither the mass nor the ion-drift gas 

particle interactions. The obtained CCS values, however, are related to an underlying 

apparent volume or the envelope of the ion-drift gas interactions as sensed by IM-MS. 

Ω = A ⋅DPpow
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Table 1 summarizes the different shapes which were analyzed: spheres, cylinders and 

combinations of spheres and cylinders (Ball-Cylinder). The shape deformations, such as 

diameter increases, cylinder elongations or a uniform (isotropic) scaling of the entire 

shape, describe each considered case. 

 

Table 1: Shape descriptions and shape deformations used to calculate CCS values and 

trends using MoShade. The shape variations were sampled as described in ‘Dimensions’. 

The number of shapes sampled for each shape evolution is also provided (i). The pow 

parameters were extracted from fitting (Eq. 5) the plots of the CCS as a function of the 

shape volume. The volume was calculated using the geometry dimensions, taking into 

account the volume overlaps between two overlapping shapes (e.g. for Ball-Cylinder 

shapes) and was controlled using MoShade volume calculations. Schemes of the sampled 

shape evolutions are given and the CCS plots can be found in the Supporting Information 

(Figure S2 and Figure S3). Additional shapes are mathematically treated in the text. 

Shape 
description 

Shape variation(a) 
& number of 
shapes (i) 

Dimensions(a) 

(min.–max.)(b) 
pow(c) Scheme(d) Figure 

Sphere Diameter 
(i = 14) 

5 - 250 0.66688 
± 8.26×10-9 

 
S2.a. 

Cylinder CL 
(i = 20) 

CD: 20 
CL: 5-300 

0.91308 
± 0.0243 
or Linear fit 

 
S2.b. 

Cylinder CD 
(i = 20) 

CD: 5-1000 
CL: 200 

0.79205 
± 0.0194  

S2.c. 

Cylinder CD 
(i = 10) 

CD: 5-125 
CL: 200 

0.57132 
± 0.0166  

S2.d. 

Ball-Cylinder BD 
(i = 24) 

BD: 3.8-45 
CD: 3 
CL: 5 

0.65589 
± 0.00393  

S3.a. 

Ball-Cylinder BD 
(i = 15) 

BD: 3.8-9 
CD: 3 
CL: 5 

0.60632 
± 0.00267  

S3.b. 
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Ball-Cylinder Uniform Scaling 
(i = 17) 

BD: 1.6-60.9 
CD: 0.6-22.8 
CL: 0.7-26.6 

0.66694 
± 0.000362  

S3.c. 

Ball-Cylinder Uniform Scaling 
(i = 18) 

BD: 1.6-65.8 
CD: 0.6-24.7 
CL: 1.4-57.5 

0.66802 
± 0.00163  

S3.c. 

Ball-Cylinder Uniform Scaling 
(i = 18) 

BD: 1.6-65.8 
CD: 0.6-24.7 
CL: 2.1-86.3 

0.66796 
± 0.00157  

S3.c. 

Ball-Cylinder CL 
(i = 21) 

BD: 20 
CD: 3 
CL: 3.5-125 

Linear fit 
 

S3.d. 

(a) BD represents the ball diameter, CD is the cylinder diameter and CL represents the 
cylinder length 
(b) The dimensions are provided in arbitrary units 
(c) The pow parameter is given with its 95% confidence interval (pow ± 95% confidence 
interval) 
(d) The schemes are provided from the starting shape (on the left) to the final shape (on 
the right) 
 

Simple shapes: Spheres and cylinders. 

First, we consider the case of a perfect sphere whose diameter increases. As expected in 

literature37,38,40, the CCS evolution of spheres results in pow = 2/3 (or ≈0.66, Table 1, 

Figure S2.a). Mathematically, based on a simplified equation for a solid of revolution 

where only one degree of freedom θ remains (Eq. 6; see the development of Eq. S1), the 

projected area is constant and is given by Eq. 7. This then yields the average cross-

section given by Eq. 8 (based on Eq. S1). 

Sp =
Sp θ( )2π cosθ dθ

−π 2

π 2

∫

2π cosθ dθ
−π 2

π 2

∫
= 1
2

Sp θ( )cosθ dθ
−π 2

π 2

∫ = Sp θ( )cosθ dθ
0

π 2

∫   (6) 

Sp = π
D2

4
  (7) 

where Sp is the projected area of a sphere for a given orientation and D its diameter. 
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Sp = π D
2

4
⋅cosθ dθ =

0

π 2

∫ π D
2

4
  (8) 

where Sp  is the average projected area (or average cross-section). 

In addition, the volume of the sphere is given by V = π D
3

6
. What is of interest here is the 

behaviour of the mean projected area with respect to the mass m. In our case, the volume 

is proportional to the mass V ∝ m, so that D ∝ m1/3 and therefore Sp ∝m2 3  (cf. Eq. 8). 

By comparing the theoretical and experimental pow values, the growing spheres describe 

the envelope of the ion-drift gas particle interactions of the common trend line (Figure 2 

[PEO + 3Na+]3+). 

When considering a cylinder with spherical ends, the projected area again depends only 

on the angle θ, given that it is also a solid of revolution (Eq. 6 or Eq. S1). For the 

spherical parts, the description is identical to the case of a sphere (see above) because the 

two half-spheres are present at the extremities. The cylindrical part does not shadow the 

spherical ends differently as if they were a simple sphere. For the cylindrical part, a term 

in cosθ needs to be added in order to take into account the slope with respect to the 

projection plane (Eq. 9). 

Sp θ( ) = π D
2

4
+ DL cosθ   (9) 

where Sp(θ) is the projected area dependent on the angle θ, D and L are the cylinder 

diameter and length, respectively. 

Given the volume V = π D
3

6
+π D

2

4
L  of the shape, the average projected area (average 

cross-section) yields Eq. 10 (based on Eq. 6 or Eq. S1). 
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Sp = π D
2

4
+ DL cosθ

⎛
⎝⎜

⎞
⎠⎟
⋅cosθ dθ =

0

π 2

∫ π D
2

4
+ DL 1+ cos2θ

20

π 2

∫ dθ = π
4
D2 + DL( )  (10) 

In this case, as V ∝ m still holds, D ∝ L ∝ m1/3 and therefore Sp ∝m2 3  if one considers 

that the increase in size is isotropic. No change with respect to the simpler spherical case 

is to be noted. This is the case for every convex shape. 

However, if the cylinder with spherical ends increases in length without increasing in 

diameter, meaning that the aspect ratio changes, one finds a linear relation between the 

average cross-section and the mass: D = constant and L ∝ m, therefore Sp ∝m . This also 

holds for cylinders with plain level ends whose length increases (Table 1, Figure S2.b). 

The elongating cylinder either yields pow = 0.91 or can be fitted with a linear function. 

Such structures then represent the highly-charged ions ([PEO + 8Na+]8+ and [PEO + 

9Na+]9+). 

For cylinders with spherical ends, if the diameter increases for a constant length, the 

behaviour is more complex: L = constant and D ∝ m1/2, therefore yielding Sp ∝m1 2  if 

the diameter D is small with respect to L. Such shapes are represented by [PEO + 4Na+]4+ 

ions (Figure 2). However, if L is small with respect to D, then D ∝ m1/3 and therefore 

Sp ∝m2 3 . This case resembles a distorted sphere. 

For cylinders with plain level ends whose diameter increases for a constant length, an 

intermediate pow value of around 0.80 can be found if L is small with respect to D (Table 

1, Figure S2.c). This would correspond to the CCS trend of [PEO + 7Na+]7+ sampled in 

Figure 2. Nevertheless, the fit yielding 0.80 for cylinder diameter variations is highly 

influenced by CCS values at large volumes (L is small with respect to D). If the diameter 

D is small with respect to L, pow parameters which are smaller than 0.66 can be found 
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(pow = 0.57; Table 1, Figure S2.d). Such pow values would then correspond to [PEO + 4 

Na+]4+ and [PEO + 5Na+]5+ complexes. 

Finally, we can consider the effect of the thickness of a hollow sphere. If the increase in 

size is isotropic (increase in diameter and in thickness), it is the same procedure as for a 

simple sphere: only the volume V changes. However, if considering that the thickness of 

the sphere stays constant (e.g. fullerenes41,42), the volume becomes proportional to its 

surface and to the thickness e (considered very small). The average projected area (cross-

section) of a simple sphere still holds Sp = π
D2

4
 (Eq. 8), with V = πD2e so that D ∝ m1/2 

and therefore Sp ∝m . This is the same behaviour as a cylinder of constant diameter that 

increases in length. It is therefore impossible to discriminate both cases by just comparing 

the exponent (of the ‘mass’ variable) of the CCS evolution fit as a function of the mass. 

Composite shapes: Ball-cylinders. 

Regarding composite shapes (sphere with cylinder), several size parameters can be 

varied. We considered the relative ball or cylinder diameters, as well as only the cylinder 

length and a uniform scaling of the entire shape. 

For increasing ball diameters in ball-cylinder shapes, a pow parameter of 0.655 is found 

(Table 1, Figure S3.a). This result was expected as the cylinder becomes increasingly 

negligible with the largely growing sphere at high volumes, thus evolving like a sphere 

(0.66). However, the power fit is again highly influenced by the larger CCS values at 

large volume values. When fitting at small ball diameters, pow values of 0.60 can be 

reached (Table 1, Figure S3.b). In this case, the cylinder and the sphere have almost 

identical diameters and the shape resembles a cylinder. Indeed, values smaller than 0.66 

were found for cylinder diameter variations when D was small with respect to L (small 
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CCS values; Table 1, Figure S2.d). This ball-cylinder value can thus be explained solely 

on the basis of its spherical and cylindrical components and can be predicted. 

When uniformly scaling a ball-cylinder shape (isotropic growth), the pow parameters 

reach 0.67. Identical pow values were found for all the ball-cylinder scaling series with 

different initial cylinder lengths, even for cylinder lengths surpassing the ball diameter 

(Table 1, Figure S3.c). Given the experimental errors on the experimental fit parameters 

(Figure 2), this result indicates that IM-MS would be unable to differentiate a sphere with 

increasing diameter (Figure S2.a), a ball-cylinder shape with a large and increasing 

sphere diameter (Figure S3.a) or a ball-cylinder shape with an uniform and isotropic 

volume increase (Figure S3.c). Similar to the conclusions drawn on convex shapes, IM-

MS would then only be sensitive (i.e. different pow values) to anisotropic shape growths. 

Finally, we analyzed the effect of a cylinder length increase of a ball-cylinder shape on 

the CCS evolution (Table 1, Figure S3.d.). Not surprisingly, this resulted in a linear CCS 

evolution as a function of the volume, similar to an elongating cylinder. The coupled 

sphere does only account for an offset in CCS or volume, given that its dimensions are 

kept unchanged. Such shapes could be related to high charge states where several 

monomers bearing cation charges are subjected to strong Coulomb repulsions (cylinder 

segment of the ball-cylinder shape) and other monomers form a cation-solvating globule 

with little Coulomb repulsion (ball segment of the ball-cylinder shape). 

Table 3 summarizes the results of the MoShade-obtained pow ranges for the evolutions of 

simple and composite shape deformations. 
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Table 3: Summary of the shape evolutions correlated to their pow range. See text for 

more detailed pow values. 

pow Shape evolutions 
< 0.66 − Cylinders with spherical or plain level ends: diameter increase at constant 

length with CD<CL 
− Ball-cylinders: ball diameter increase with BD<CL 

~ 0.66 − Spheres: diameter increase 
− Cylinders with spherical ends: isotropic growth 
− Cylinders with spherical ends: diameter increase at constant length with 

CL<CD 
− Ball-cylinders: ball diameter increase with CL<BD 
− Ball-cylinders: isotropic growth 
− Isotropic growth 

~ 0.80 − Cylinders with plain level ends: diameter increase at constant length with 
CL<CD 

≥ 0.90 − Hollow sphere of constant thickness: diameter increase 
− Cylinders with spherical or plain level ends: length increase at constant 

diameter 
− Ball-cylinders: cylinder length increase 

 

Perfectly convex shapes: relation between surface area and CCS. 

Theory. 

Owing to the well-defined and known geometries, different relations between the CCS 

and geometry parameters can be tested. One recurring relation which stands out is the 

relation between the (geometric) surface area of the shape and its CCS. Indeed, the 

geometric surface area equals 4×CCS (Eq. 11). This can be mathematically demonstrated 

for perfectly convex shapes (spheres, cylinders; see Eq. S6 to Eq. S10 in the Supporting 

Information) and acts as a descriptor of the structure concavity. 

Sp =
S
4

or S = 4 ⋅CCS   (11) 

where S is the area of the shape and Sp  or CCS is the average cross-section. 
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Even if this relation can only be mathematically demonstrated for perfectly convex 

structures but not for concave structures, it seems nevertheless also valid for the above-

analyzed composite ball-cylinder shapes (Table 1). These shapes begin to exhibit 

concavities, but still yield surface-to-CCS ratios S/CCS ≤ 4.06. 

Application to PEO. 

The CCS evolutions of the spheres, cylinders and ball-cylinder shapes, which are all in 

adequacy with the S = 4.CCS relation, describe the ‘natural’ CCS evolution when 

following one given charge state as a function of the DP. This relation could then be used 

to facilitate the structure screening in conventional computational chemistry methods. 

In order to check its applicability, we generated a pool of [PEODP=14 + 1Na+]1+ and 

[PEODP=14 + 2Na+]2+ structures using MM2 and MMFF94 force fields. The structures 

were heated to different temperatures in order to effectively sample the potential energy 

surface and were extracted with and without structure optimizations (convergence). The 

[PEODP=14 + 1Na+]1+ complexes were used to investigate different representations in 

VMD39 (VdW radii, Surf, QuickSurf,…). Owing to the lack of Coulomb repulsion37, the 

shapes of the 1+ complexes are globular and the chosen three-dimensional representation 

(volume envelope) should yield S/CCS ratios close to 4. The most appropriate 

representation is described in the Materials and Methods section. 

We sampled two globular and one, considered as aberrant manually-distorted elongated 

[PEODP=14 + 1Na+]1+ shapes. The globular shapes yielded S/CCS = 4.07 whereas the 

elongated shape yielded S/CCS = 4.13 (Table S1). The globular shapes leading to S/CCS 

values closest to 4 can thus be correlated to energy-optimized structure geometries. 
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Out of the 18 sampled structures for [PEODP=14 + 2Na+]2+ (Table S1), the 3 shapes 

represented in Figure 3 exhibited the lowest S/CCS ratio. Shapes 1 and 4 led to S/CCS = 

4.09 and shape 10 led to S/CCS = 4.08. They incidentally correspond to optimized or 

nearly-optimized structures using the MM2 and MMFF94 force fields. 

 

 

Figure 3: Shapes of [PEODP=14 + 2Na+]2+ (represented in 2 different viewing angles) 

leading to the lowest S/CCS ratios out of all the 18 sampled shapes (see Table S1). Shape 

1 and 4 yield S/CCS = 4.09 and shape 10 yields S/CCS = 4.08. Their underlying 

structures correspond to optimized or nearly-optimized structures using the MM2 and 

MMFF94 force fields. 

 

Interestingly, even if the shapes extracted from conventional computational chemistry 

structures of PEO exhibit numerous concavities, the S/CCS ratios closest to 4 are found 

for their optimized (or nearly-optimized) structures. Therefore, it seems that the S/CCS 

ratio calculation could be a new tool for rapid structure screening in conventional 

computational chemistry methods, as long as the shapes are not too concave. The 

limitations of structure filtering using the S/CCS ratio due to concavities nevertheless still 

need to be explored in more detail. 

It should still be noted that the S/CCS relation is in fact independent of the CCS 

evolution. Indeed, one can calculate a S/CCS ratio for any structure, outgrowing the 

starting point of polymer ions and the need to sample CCS evolutions instead of single-

1 4 10 1 4 10 
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point absolute CCS values. In this case, experimental CCS measurements must then be 

accurate36,37 to calculate their surface area. The inspected surface area should then be 

accurately represented by the modeled 3D structures (e.g. by their electron density 

isosurfaces33) in order for them to pass the structure filter. Structure pools could then be 

‘randomly’ generated using computational chemistry methods8,9,43–45 without the need for 

precise knowledge of experimental/simulation (ion or bath) temperatures. When finding 

suitable structures (using Eq. 11, S = 4.CCS), the effective experimental ion temperature 

could then be retraced. 

 

Non-charge state-based CCS evolutions: Beads on a string. 

Besides following the CCS evolutions of fixed charge states as a function of the DP, CCS 

evolutions when varying the charge states can be analyzed. Literature predicts through 

theoretical chemistry that the highest charge states have a ‘beads on a string’ 

conformation8,9. The beads on a string conformation would be made out of monomer 

beads each solvating a cation, and of monomer strings spacing the beads to reduce 

Coulomb repulsion. In our case, we created a CCS evolution, which is not based on a 

single fixed charge state, by experimentally considering only the first detected ion of each 

charge state, i.e., the ions with the smallest m/z for a each z. These polymer ions exhibit 

the highest possible charge density. This thereby yields a structure evolution of beads on 

a string where every new complex has an additional ‘bead-string’ unit (or segment) for 

solvating the additional cation and Coulomb repulsion (see Figure 4.b). 

In order to experimentally sample the first complexes of multiple charge states, PEO 

polymers were analyzed at small DP values, covering DP 8 to ~70 (750 g/mol and 2000 
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g/mol samples; Figure 4.a). Fitting this CCS evolution yields a pow value of around 0.93. 

It can also be fitted using a linear fit function which yields a slope of 13.9. 

Modeled beads on a string shapes, with different bead diameters and cylinder lengths or 

cylinder diameters, also yield linear CCS evolutions as a function of the volume. It 

should be noted that these structures do not follow the S = 4.CCS relation described in 

Eq. 11 (S/CCS ~ 4.10-4.40), given their increased concavity. Shape variations which both 

followed Eq. 11 and exhibited linear CCS evolutions could be associated to elongating 

cylinders (convex shapes). Nevertheless, we still considered the beads on a string 

structures as suggested by computational chemistry, given that our MoShade calculations 

can only yield ‘coarse grain’ information on the volume envelope of the ion-drift gas 

particle interactions and may falsely discard beads on a string atomic fine-structures. 

When comparing bead-string units with identical volume but different cylinder 

dimensions (Figure 4.c ‘BD 8 CD 3 CL 6’ and ‘BD 8 CD 2.12 CL 12’), the CCS values 

change and the slope changes. Thus, only specific (non-aberrant) bead-string dimensions 

can lead to these specific slope values. Nevertheless, the cylinder diameter can be 

changed with only a negligible effect on the slope (Figure 4.c, ‘BD 20 CD n’ with n = 3 

or 6 and CL = 3, 6 or 12). The cylinder length, which spaces each bead, and the bead 

diameter, leading to volume and CCS jumps, are the main parameters influencing the 

slopes. The beads on a string linear evolution can thus be compared to the MoShade-

obtained ‘coarse grain’ cylinder elongations where the bead diameter defines the cylinder 

diameter and the string length defines the cylinder elongation. 
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Figure 4: Comparison of the experimental CCS-DP plots considering only the lowest m/z 

(or DP/z) adduct of each charge state of sodiated PEO and PEtP ions with the theoretical 

CCS-volume plots from CAD-constructed shapes computed using MoShade. 4.a Black 

markers depict the CCS evolution of PEO. The red markers represent the first PEO 

complex of each charge state, with the red plain line representing its linear fit function. 

This non-charge state-based CCS evolution equates a series of the highest-charged 

complexes. The blue markers depict the same series for PEtP polymers (see Figure S1), 

with its linear fit function depicted as blue dotted line. 4.b describes the modeled shape 

evolutions of such complexes: each considered complex is made up of an additional 

bead-string unit (or segment). 4.c Plot of the MoShade CCS (in arbitrary units) as a 

function of the volume of different beads on a string shapes. The linear fit coefficients 

c 

ba
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and the coefficient of determination is given for the different fits. BD represents the ball 

diameter, CD represents the cylinder diameter and CL represents the cylinder length. 

 

When extracting the same CCS evolution (first complex of each charge state) for a 

different polymer, poly(ethoxyphosphate) PEtP (Figure 4; PEtP scheme in Figure S1), a 

pow value of 0.98 can be attained. The slope of the linear fit yields a value of 35.3. The 

ratio of the PEtP and PEO slope values can then be calculated (PEtP/PEO slope ratio = 

2.54; Table 2). Similar ratios can be calculated for all modeled beads on a string CCS 

evolution slopes (Table S2) and matching experimental and theoretical ratios can be 

found (Table 2). Two ratios of modeled beads on a string shapes resulted in close 

correlations with the experimental PEtP/PEO slope ratio. The only difference in the two 

modeled shape evolutions is the cylinder diameter of the beads on a string, as expected 

due to its lesser influence on the slope. We are thus able to provide relative bead-string 

dimensions of PEO compared to the PEtP bead-string units (or vice-versa). PEO should 

thus exhibit a bead diameter of 20 if PEtP exhibits a bead diameter of 8 (in arbitrary 

units). The cylinder length should be doubled when going from PEtP to PEO. 
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Table 2: Slopes of the linear fits (b) of modeled beads on a string shapes (see Figure 4.c) 

and of experimental PEtP and PEO evolutions of every first complex of each charge state 

(see Figure 4.a). The ratios of the modeled shapes are in close agreement with the 

experimental slope ratio PEtP/PEO. Table S2 lists all the modeled shapes with all the 

calculated slope ratios. 

Bead-string unit 
BD–CD–CL 

b 
(slope) 

b8–3–6/b 20–3–12 
b8–3–6/b20–6–12 

8–3–6 0.190  
20–3–12 0.075 2.531 
20–6–12 0.076 2.512 

Polymer b 
(slope) bPEtP/bPEO 

PEtP 35.349  
PEO 13.934 2.537 
 

Knowing these relations between the envelope dimensions of PEO and PEtP, theoretical 

chemistry modeling methods (MM, MD, DFT…) could find enhanced hypotheses or 

interaction potential descriptions for structure calculations. The considered number of 

PEO monomer units needs to fill up the given volume (or envelope) and if volume 

corrections need to be performed, proportional corrections need also to be applied to the 

PEtP volume envelope. The missing dimension, i.e. the cylinder diameter which only 

plays a minor role in the CCS evolution, will then be intrinsically defined through the 

width of the monomer units making up the string segment. We are hence able to give 

precise volume dimensions of the polymer ions without modeling any chemical 

interactions or atoms. 
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Conclusions & Prospects 

The aim of this study was to link experimental CCS evolutions to potential geometric 

shape evolutions of the considered ions, without the need of time-consuming 

conventional computational chemistry methods and without needing accurate measured 

CCS values. We presented a new orthogonal method for relating experimental IM-MS 

measurements to theoretical shape interpretations, as opposed to using conventional 

computational chemistry. New software named MoShade allowed calculating CCS values 

of (mesh-represented) shapes through projection calculations, which yield the volume 

envelope of the ion-drift gas particle interactions. Our MoShade calculations were purely 

geometric shape-based analyses with no 3D structures from theoretical chemistry 

intervening in the process. No atoms or chemical interactions were modeled. 

The study was experimentally based on synthetic homopolymer ions in order to obtain 

ions with constant interactions, and yielding CCS evolutions over large mass ranges. The 

CCS evolutions were fitted using power fit functions38, avoiding absolute CCS value 

interpretations. We showed here that the pow parameter in the CCS fit equation 

CCS=A.DPpow contains the structural shape information accessible through IM-MS. 

Basic shape geometries and shape variations were mathematically considered or 

computationally modeled. The modeled shape dimension variations yielded theoretical 

CCS trends, which were also fitted using power fit functions. We then established 

comparisons between the experimental and mathematically-obtained/modeled pow 

parameters. We were thus able to extract several shape evolutions which fitted with 

experimentally-obtained CCS evolutions of polymers (summary in Table 3). 
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Generally, an isotropic growth of shapes should always exhibit a 2/3 pow value, as it can 

be mathematically demonstrated. IM-MS CCS evolutions (pow values) for such shape 

evolutions are thus indistinguishable. 

For perfectly convex shapes (e.g. spheres, cylinders), we mathematically demonstrated 

that the geometric surface area is related to the CCS of the shape as S = 4.CCS. 

Interestingly, energy-optimized MM structures (MM2 and MMFF94 force fields) of PEO 

ions exhibited the closest values to S/CCS = 4 compared to non-optimized structures. 

This relation could then potentially act as structure filter for conventional computational 

chemistry methods, even for non-polymeric systems as it is applicable to absolute CCS 

values36,37 without the need for CCS evolutions. This relation should nevertheless still be 

studied in more detail and surface areas should be chosen wisely (e.g. electron density 

isosurfaces33) in order to describe the volume envelope of the ion-drift gas interactions. 

Finally, we investigated literature-advocated beads-on-a-string shapes8,9. We compared 

experimental data of two different polymers with CCS evolutions of modeled beads-on-a-

string shapes. MoShade enabled us to extract precise shape dimensions of the bead-string 

units for the two polymers (PEtP, PEO) without modeling any chemical interactions. 

Given that the number of monomer units making up the beads on a string shape volume is 

known (MS identification), theoretical chemistry interaction potentials could be refined 

using MoShade in conjunction with experimental CCS evolutions. 

After having analyzed the CCS trends, we could now begin modeling the DP ranges of 

the structural rearrangements of polymer ions. Therefore, shape variations inducing 

tipping points in the modeled CCS trends should be sampled. A first attempt of one of the 



28 / 32 

possible shape variations is shown in Table S3. Angle variations between composite ball-

cylinder shapes (3 balls and 2 cylinders) can lead to CCS decreases for constant volumes. 
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