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Abstract 

Density functional theory (DFT) has emerged as a powerful tool for analyzing organic 

and organometallic systems and proved remarkably accurate in computing the small free 

energy differences that underpin many chemical phenomena (e.g. regio- and 

stereoselective reactions). We show that the lack of rotational invariance of popular DFT 

integration grids reveals large uncertainties in computed free energies for some 

isomerizations, torsional barriers, and regio- and stereoselective reactions.  The result is 

that predictions based on DFT-computed free energies for many systems can change 

qualitatively depending on molecular orientation.  For example, for a metal-free 

propargylation of benzaldehyde, predicted enantioselectivities based on B97-D/def2-

TZVP free energies using the popular (75,302) integration grid can vary from 62:38 to 

99:1 by simply rotating the transition state structures. Relative free energies for the 

regiocontrolling transition state structures for an Ir-catalyzed C–H functionalization 

reaction computed using M06/6-31G(d,p)/LANL2DZ and the same grid can vary by 

more than 5 kcal mol–1, resulting in predicted regioselectivities that range anywhere from 

14:86 to >99:1. Errors of these magnitudes occur for different functionals and basis sets, 

are potentially widespread among modern applications of DFT, and can be reduced by 

using much denser integration grids than commonly employed. 
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Introduction 

Density functional theory (DFT) is widely used to understand and predict the properties 

and reactivity of complex organic and organometallic systems,1-9 particularly among non-

experts.  Many of these applications require accuracies in relative free energies (ΔG or ΔΔG) that 

are smaller than the quantities of interest, which are often only a few kcal mol–1.  For instance, in 

the context of regio- and stereoselective reactions, a 1 kcal mol–1 change in relative free energy 

barriers can be the difference between modest and high selectivity.3 Luckily, modern DFT 

methods are capable of high accuracy for many systems, and errors arising from poor choices of 

exchange-correlation functional10 and basis set are widely appreciated.  However, there is an 

additional source of potentially significant errors in DFT free energies that goes largely 

unnoticed.  

This other axis of error arises from the choice of integration grid. The evaluation of 

integrals over the exchange-correlation potential in DFT requires a numerical quadrature scheme, 

which is accomplished in most quantum chemistry programs using atom-centered grids 

comprising a direct product of Nr radial and N angular grid points. These integration grids are 

typically denoted by the number of radial shells and the number of angular points in each shell as 

(Nr,N).  Integration grid errors can significantly impact energies and other molecular 

properties.11-26   For example, in 2010, Wheeler and Houk22 reported grid errors exceeding 5 kcal 

mol–1 in isomerization energies of small organic molecules when members of the M06 suite of 

functionals27 were paired with the popular SG-1 grid [a pruned (50,194) grid].28  In 2016, Head-

Gordon and co-workers24 assessed grid errors across a wider array of Minnesota functionals, 

finding that atomization energies are often converged with a (75,302) grid (i.e. a ‘fine’ grid) for 

all but two of these functionals and fully converged for all of them with a (99,590) grid (i.e. an 

‘ultrafine’ grid).  In light of the grid sensitivity of electronic energies from some DFT 

functionals, there have been recent efforts to account for this in the development and 

(re)parameterization of DFT functionals23,25-26,29 and Herbert et al.30 have developed 

standardized grids designed to provide accurate energies for modern DFT functionals. 

These previously documented grid errors primarily concerned electronic energies. Here, 

we show that popular grids can lead to large errors in free energies, with harrowing implications 

for DFT studies of organic and organometallic systems. These errors arise from the sensitivity of 

the entropic component of the free energy to small variations in the values of low-frequency 

vibrational modes but are distinct from errors due to the treatment of these modes as harmonic 
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oscillators.  Moreover, they occur using different DFT functionals and basis sets and require at 

least a (99,590) grid to be resolved in many cases. 

 

Results and Discussion 

In the absence of an external field, the energy of a molecule should be independent of its 

orientation relative to the lab-fixed Cartesian coordinate system. However, because the atom-

centered integration grids used in most quantum chemistry packages are anchored to the 

Cartesian axes, DFT energies typically lack invariance with respect to rigid-body rotations. 

While this has been known for decades,28,31-33 some users are not aware of this shortcoming 

because many quantum chemistry codes automatically reorient molecules such that the principle 

axes are aligned with the Cartesian axes (the so-called ‘standard orientation’). Luckily, this lack 

of rotational invariance has negligible impact on relative electronic energies, at least for small 

systems and some DFT functionals (vide infra). For instance, the B97-D/def2-TZVP electronic 

energy (E) of 2-butyne relative to 1,3-butadiene (reaction 1) is plotted in Figure 1A as a function 

of the rotation of 2-butyne around an axis perpendicular to the molecule using a pruned (75,302) 

grid. The variation in this relative energy is 0.01 kcal mol–1.  

However, first and second derivatives of the DFT energy with respect to nuclear 

displacements also lack rotational invariance. The result is that both the geometries of stationary 

points and the values of harmonic vibrational frequencies depend on the molecular orientation.  

For example, in the case of 2-butyne, the B97-D/def2-TZVP value for the methyl rocking mode 

using a pruned (75,302) grid, which is the default in Gaussian0934 and has been recommended by 

Herbert et al.30 for B97-derived functionals,  varies from 31i to 29 cm–1 upon rotation (see Figure 

1B). In other words, the very nature of this stationary point on this DFT potential energy surface 

depends on the molecular orientation, even if the geometry is tightly optimized at each 

orientation.  In terms of zero-point vibrational corrected energies and thermal enthalpies, such 

fluctuations in low-frequency vibrational modes are typically inconsequential (if one excludes 

orientations for which there is an anomalous imaginary mode). On the other hand, the impact on 

free energies is substantial due to the sensitivity of the entropic component to low-frequency 

vibrational modes within the standard rigid-rotor/harmonic-oscillator (RRHO) approximation. 

For example, using this (75,302) grid and excluding the orientations for which the low-frequency 

mode is imaginary, there is ~1 kcal mol–1 variation in ΔG for reaction 1 (see Figure 1A).  Using 

the SG-1 grid the variation in the free energy of 2-butyne is even larger.  
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Figure 1. A) B97-D/def2-TZVP energy (E) and free energy (G) of reaction 1 as a function of 

rotation of D3h-symmetric 2-butyne around the indicated axis using a (75,302) grid. Free energies 

for orientations at which the low-lying frequency is imaginary are omitted. The grid-converged 

values are indicated with dotted lines. B) Low-frequency vibration for 2-butyne as a function of 

the indicated rotation using a (75,302) grid.  The grid-converged value is indicated with a dotted 

line. C) Distribution of RRHO free energies for reaction 1 across 50 representative orientations 

using four popular integration grids.  

 

Variations in both vibrational frequencies and free energies exhibit a 90° periodicity (see 

Figures 1A and B), mirroring the octahedral symmetry of the atom-centered grids.35 To assess 

how these errors behave for different grids, the distribution of free energies for reaction 1 across 

50 representative orientations of 2-butyne are plotted for four popular integration grids in Figure 
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1C. The extent of variations in ΔG contracts with increasing grid size, and by the (99,590) grid 

becomes negligible. In other words, the lack of rotational invariance can be used as a gauge of 

the grid errors for a given free energy difference. Similar variations occur using other functionals 

and basis sets [see SI Figure S1 for data using B97-D,36-37 B3LYP,38 PBE,39 ωB97X-D,40 and 

M06-2X41 paired with 6-31G(d), cc-pVTZ, and def2-TZVP]42-43 and different electronic 

structure packages.44   

Of course, the real culprit is the RRHO approximation, which should not be used for low-

frequency vibrational modes.  Instead, these modes should be projected out of the hessian and 

treated separately as, for example, hindered rotors.45-48  While such treatments are feasible for 

simple molecules such as 2-butyne, they are impractical for the large systems on which DFT 

methods are most often applied because the problematic modes rarely involve simple 

combinations of internal coordinates. Instead, users tend to employ more approximate treatments 

of the entropic contribution of low-frequency vibrations. Chief among these are the quasi-

harmonic approximation of Cramer and Truhlar49 and the quasi-RRHO approximation of 

Grimme.50 In the former, vibrational frequencies below some cutoff value (typically 100 cm–1) 

are changed to that cutoff value and the RRHO formulae applied. In the latter, the entropic 

contributions of vibrational frequencies below some cutoff (again, typically 100 cm-1) are 

interpolated between those from an effective free-rotor and the RRHO limit.  Figure 1A shows 

that the use of the quasi-RRHO approach reduces variations in ΔG for reaction 1 by limiting the 

impact of low-frequency modes. The quasi-harmonic approximation all but eliminates these 

variations because the most problematic mode is consistently below the cutoff value, so is shifted 

to a constant value of 100 cm–1. However, grid errors in quasi-harmonic free energies will 

remain in cases in which one or more vibrational frequencies exhibit variability around the cutoff 

value (vide infra). 

Such grid errors are not isolated to reaction 1 but will occur for any transformation in 

which one or more molecules exhibit low frequency vibrational modes.51 This includes many of 

the organic and organometallic molecules studied using DFT.1-9 Moreover, variations in DFT-

computed free energies upon rotations can be substantial, resulting in uncertainties in free 

energies that can overshadow quantities of interest. Scheme 1 shows four systems that highlight 

the potential impacts of these grid errors, spanning a range of molecular sizes and complexities.  

Reaction 2 concerns the relative free energy (ΔG) of the atropisomeric HIV integrase inhibitor 1 

and its diastereomer (1′),52 while quantifying the rate of reaction 3 requires the torsional free 
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energy barrier (ΔG‡) of 4,4′-dimethyl-1,1′-biphenyl. Predicting the selectivity of reactions 4 and 

5 requires relative free energies (ΔΔG‡) for competing transition state (TS) structures leading to 

alternative products. In particular, the stereoselective addition of allenyltrichlorosilane to 

benzaldehyde catalyzed by a 2,2′-biquinoline-N,N′-dioxide53-56 (reaction 4) depends on the 

relative free energy of TS structures leading to enantiomeric products.  In reaction 5, Ir can 

catalyze the C–H functionalization of indole at either C2 or C7 depending on the relative free 

energy of the corresponding TS structures.57  Free energy swings of ±2 kcal mol–1 can be 

catastrophic for predicting the outcome of reactions 4 and 5 given the exponential dependence of 

selectivities on ΔΔG‡.3  For each of these transformations, we quantified uncertainties in the 

energy, enthalpy, and free energy due to integration grid errors by sampling representative 

orientations, fully optimizing the geometry for each orientation (see Computational Methods for 

details). 

 

Scheme 1. Representative transformations for which accurate relative free energies are required. 
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Table 1. Grid converged energy, enthalpy, and free energy differences and minimum and 

maximum values across representative orientations for four pruned integration grids for reactions 

1-5, in kcal mol–1. 
Reaction Grid Converged 

Valuea 

SG-1 (75,302) (99,590) (175,974) 

Min Max Min Max Min Max Min Max 

Electronic Energy 

(1) 10.1 10.1 10.2 10.1 10.1 10.1 10.1 10.1 10.1 

(2) 1.1 0.7 1.5 0.9 1.2 1.1 1.1 1.1 1.1 

(3) 2.0 1.6 2.2 1.9 2.0 2.0 2.0 2.0 2.0 

(4) 0.5 -0.2 1.2 0.3 0.8 0.5 0.6 0.5 0.5 

(5) 1.3 0.1 2.0 0.9 1.6 1.2 1.4 1.3 1.3 

Enthalpy (298K) 

(1) 10.0 10.0 10.0 10.0 10.0 10.0 10.0 10.0 10.0 

(2) 1.1 0.6 1.5 0.9 1.4 1.0 1.2 1.0 1.1 

(3) 1.4 1.2 2.8 1.3 1.5 1.3 1.4 1.4 1.4 

(4) 0.7 0.1 1.2 0.6 0.9 0.6 0.7 0.6 0.7 

(5) 1.2 0.1 3.0 0.8 2.1 1.1 1.5 1.2 1.3 

Free Energy (RRHO Approximation) 

(1) 8.9 8.2 9.6 8.4 9.2 8.9 9.0 8.9 9.0 

(2) 0.7 -0.6 2.8 0.0 2.4 0.5 1.5 0.4 1.1 

(3) 2.6 1.0 3.3 0.8 3.5 2.4 3.1 2.5 2.8 

(4) 1.4 -1.1 2.6 0.3 2.6 0.8 2.1 1.0 1.8 

(5) 1.3 -0.7 6.2 -1.1 5.2 0.4 3.5 0.6 1.7 

Free Energy (Quasi-RRHO Approximation)50 

(1) 9.5 9.1 9.8 9.2 9.6 9.5 9.5 9.5 9.5 

(2) 0.9 -0.1 2.4 0.4 2.0 0.7 1.4 0.6 1.2 

(3) 2.4 1.5 2.7 1.5 2.8 2.2 2.6 2.3 2.5 

(4) 1.0 -0.5 2.0 0.3 1.7 0.7 1.3 0.8 1.2 

(5) 1.3 -0.5 5.3 -0.3 4.3 0.8 2.7 0.8 1.5 

Free Energy (Quasi-harmonic Approximation)49 

(1) 9.7 9.6 9.8 9.7 9.7 9.7 9.7 9.7 9.7 

(2) 1.0 0.1 2.3 0.7 1.8 0.9 1.5 0.8 1.3 

(3) 2.4 1.6 2.8 2.3 2.6 2.4 2.5 2.4 2.5 

(4) 0.8 -0.3 1.8 0.3 1.3 0.6 0.9 0.6 0.9 

(5) 1.2 -0.6 4.7 -0.1 3.9 0.6 2.3 0.8 1.4 
a Rotationally averaged energy differences using a (175,974) grid. 

 

Table 1 contains grid-converged energies, enthalpies, and free energies (using the RRHO, 

quasi-RRHO, and quasi-harmonic approximations)49-50 for reactions 1-5 as well as the minimum 

and maximum values that can be obtained by varying one or both molecular orientations using 

four popular integration grids.  For several of these reactions there are large variations in the 

relative electronic energies, particularly using the SG-1 grid. While these variations are due to 

previously documented grid errors, their implications for predictions of reaction outcomes should 

not be overlooked.  For instance, using the SG-1 grid, the overall sign of the electronic energy 

difference between the two stereocontrolling TS structures for reaction 4 can vary.  In other 

words, using this grid one cannot confidently predict which of the stereoisomeric products will 

be preferentially formed.  As reported by Head-Gordon and co-workers24 for atomization 
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energies, these errors in E are essentially converged by the (99,590) grid.  Variations in relative 

enthalpies are slightly larger, and there are troublingly large swings in computed values using 

both the SG-1 and (75,302) grids. For instance, the relative enthalpy of the regiocontrolling TS 

structures for reaction 5 can fall anywhere between 0.8 and 2.1 kcal mol–1, preventing any 

quantitative prediction of regioselectivity. 

 

 
Figure 2. Distribution of RRHO free energy differences across all combinations of sampled 

orientations for the two structures for reactions (A) 2, (B) 3, (C) 4, and (D) 5.  

 

Variations in free energies are even larger and more slowly convergent with respect to 

grid size.  Moreover, while the quasi-RRHO and quasi-harmonic approximations reduce the 

ranges of free energy differences, they remain significant (see Table 1). To provide a better feel 

for the spread of possible computed free energy differences using different popular grids, the 
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distributions of free energy values across different orientations for reactions 2-5 are shown in 

Figure 2.  In all cases, the spread of free energy differences computed using the SG-1 and 

(75,302) grids are substantial.  Moreover, for some of these reactions one can obtain qualitatively 

different results using a given level of theory by considering different molecular orientations.  

For example, using a (75,302) grid the computed torsional free energy barrier for reaction 3 can 

be anywhere from 0.8 kcal mol–1 to 3.5 kcal mol–1, corresponding to two orders of magnitude in 

terms of reaction rate.  Even worse, the relative free energies of the HIV integrase inhibitor 1 

relative its diastereomer (reaction 2) can vary from –1.1 kcal mol–1 to +2.6 kcal mol–1 using the 

SG-1 grid. This is particularly important, because it was found experimentally that the 

biologically active form of this potential drug (1) was the less stable diastereomer, necessitating 

the development of a complex stereoselective synthesis of the desired molecule.58 

 
Figure 3. RRHO free energy difference between the stereocontrolling TS structures for reaction 

4 for three levels of theory using a pruned (75,302) grid for different orientations of TS(R) and 

TS(S) in its standard orientation. 

 

The variations in ΔΔG‡ for reactions 4 and 5 are particularly large, which does not bode 

well for predictions of selectivity. For example, for reaction 4, RRHO ΔΔG‡ values at the B97-

D/def2-TZVP level of theory using a pruned (75,302) grid range from 0.3 kcal mol–1 to 2.6 kcal 

mol–1 depending on the TS orientations.  In other words, one can predict selectivities for this 

reaction that range anywhere from 62:38 to 99:1 by choosing different molecular orientations.  

Using the SG-1 grid, predicted selectivities can range from 14:86 to 99:1. Even with the (99,590) 

and (175,974) grids, ΔΔG‡ still varies by 1.2 and 0.8 kcal mol–1, respectively, leading to 
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unacceptably large uncertainties in predicted enantioselectivities for this simple organocatalytic 

reaction.  Similar variations in ΔΔG‡ for this reaction arise using other popular functionals using 

a pruned (75,302) grid (See Figure 3). In the standard orientation (rotation angle of 0°) these 

three DFT methods provide consistent ΔΔG‡ values of 0.85 ± 0.15 kcal mol–1. However, rotating 

TS(R) by only 5° results in divergent stereoselectivity predictions.  The result is that the 

molecular orientation has a far greater impact on the predicted selectivity of this reaction than the 

choice of exchange-correlation functional. 

Variations in the free energy difference between the regiocontrolling TS structures for 

reaction 5 are even larger, spanning more than 6 kcal mol–1 for the SG-1 and (75,302) grids. For 

instance, using the (75,302) grid, this free energy difference can fall anywhere from –1.1 to +5.2 

kcal mol–1.  Figure 4 shows the energy, enthalpy, and RRHO free energy of TS(C7) in a fixed 

orientation relative to different orientations of TS(C2) using a pruned (75,302) grid.  By varying 

just one TS structure, ΔΔG‡ values fluctuate between ±1 kcal mol–1, again highlighting the 

sensitivity of DFT free energies to even small changes in orientation.  Even with the very large 

(174,975) grid the ΔΔG‡ values for reaction 5 can vary by more than 1 kcal mol–1.  

 
Figure 4. M06/6-31G(d,p)/LANL2DZ energy (E), enthalpy (H), and RRHO free energy (G) of 

TS(C7) relative to TS(C2) using a pruned (75,302) grid for different orientations of TS(C2) and 

the pictured orientation of TS(C7) (grid-converged values indicated with dotted lines). 
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The lack of rotational invariance of DFT energies, gradients, and vibrational frequencies 

is widely acknowledged (although not widely appreciated among users),31-33 and documentation 

for many quantum chemistry packages include caveats regarding the sensitivity of vibrational 

frequencies to integration grids. For instance, starting with Gaussian98, a (99,590) grid has been 

recommended for computing ‘very low frequency modes.’  Similarly, the Orca manual advises 

users to assess the convergence of vibrational frequencies with respect to integration grid.  

Unfortunately, these sage pieces of advice seem to have gone largely unheeded among users, 

perhaps because the magnitude of the resulting errors in free energies was not fully appreciated. 

Hopefully the data in Table 1 will help change this behavior, as a (99,590) grid should be 

considered a minimal integration grid for the computation of free energies for systems with low-

frequency vibrational modes. Moreover, as shown above, errors in relative free energies 

approaching 1 kcal mol–1 in can remain even with a much larger (175,974) grid.  

One means of dealing with the lack of rotational invariance is to use the ‘standard 

orientation’ in all computations.  Equivalently, the atom-centered integration grids can be rotated 

with the molecule.32 Along the same lines, the Orca manual warns against the use of ‘grossly 

different orientations’ when computing relative energies of similar molecules. These approaches 

all rest on the assumption that similar orientations will minimize grid errors in computed free 

energies. Table 2 lists errors in RRHO free energies for reactions 1-5 using the standard 

orientation, relative to grid-converged values. In most cases, the errors in the standard orientation 

are large, particularly for the smaller grids. For example, using the SG-1 grid, ΔΔGǂ for reaction 

5 is 1.5 kcal mol–1 from the grid-converged value of 1.3 kcal mol–1. While the errors are smaller 

for the other reactions and grids, they are not negligible until reaching the (175,974) grid.  In 

other words, the use of a standard orientation (or equivalently, rotating the atom-centered grids 

with the molecule) does not minimize these grid errors.  Similarly, the use of ‘similar 

orientations’ does not necessarily lead to error cancelation. This can be seen explicitly in Figure 

5, which shows the relative free energies of the two regiocontrolling TS structures for reaction 5 

as they are rotated simultaneously around the indicated axes starting from their respective 

standard orientations. Even using a (99,590) grid, there is more than 2 kcal mol–1 variation in the 

free energy difference between these regiocontrolling TS structures.   
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Table 2. Errors in RRHO free energy differences for reactions 1-5 using the standard orientation, 

relative to grid-converged values, in kcal mol–1. 

Reaction SG-1 (75,302) (99,590) (175,974) 

(1) 0.5 -0.1 0.0 0.0 

(2) 0.8 -0.1 0.2 -0.1 

(3) 0.0 -0.8 -0.1 0.0 

(4) -0.9 -0.4 0.3 0.0 

(5) 1.5 0.6 0.6 -0.2 

 

 
Figure 5. M06/6-31G(d,p)/LANL2DZ energy (E), enthalpy (H), and RRHO free energy (G) of 

TS(C7) relative to TS(C2) for simultaneous rotation of TS(C2) and TS(C7) around the indicated 

axis starting from the standard orientation (pictured) using a pruned (99,590) grid. Grid-

converged values indicated with dotted lines. 

 

Conclusions 

The evaluation of accurate relative free energies is vital for many applications of quantum 

chemistry to organic and organometallic systems.1-9 We showed that the lack of rotational 

invariance of commonly employed integration grids results in large uncertainties in DFT-

computed free energy differences. Based on data from a small set of examples (see Scheme 1 

and Table 1), the SG-1 and (75,302) grids can lead to errors exceeding 5 kcal mol–1 in relative 

free energies for many systems. As the default in Gaussian09,34 the latter grid is particularly 

widely used. While the reactions in Scheme 1 were chosen to highlight these errors, they are not 

atypical. Consequently, errors of this magnitude are potentially widespread among modern DFT 
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applications and can easily overshadow chemically meaningful free energy differences.  The data 

show that the outcomes of some organic and organometallic reactions predicted using a given 

level of DFT theory can vary qualitatively depending on molecular orientation. This is a 

problem, and results in the troubling situation whereby DFT results can be ‘tuned’ over a wide 

range by varying molecular orientations.59 This raises sobering questions about the vast body of 

computational studies of stereo- and regioselective reactions based on DFT-computed free 

energies, including a great deal of work from our group.  For instance, how many cases in which 

computed free energy differences agreed with experimental selectivity data were a result of grid 

errors fortuitously cancelling other errors? At the same time, how many computational projects 

were abandoned because of a lack of agreement between DFT and experiment that was due to 

these grid errors?  These data also explain why relative enthalpies often provide better agreement 

with experimental selectivities than ostensibly more physically meaningful free energies.60 

The underlying source of these errors is the unphysically large contribution of low-

frequency vibrational modes to the entropic component of the free energy in the standard RRHO 

treatment.  To this end, the quasi-harmonic and quasi-RRHO approximations49-50 reduce, but do 

not eliminate, these grid errors.  At the same time, despite continued advances in more rigorous 

treatments of the entropic contributions of low-frequency vibrational modes,61-62 such 

approaches are still impractical for the organic and organometallic systems most often subject to 

DFT computations.  Baik et al.63 recently warned of the unphysical contributions of low 

frequency vibrational modes to the free energies in organometallic systems, showing that 

rotations of a Cp ring in a Rh-complex can lead to variations of nearly 2 kcal mol–1 in the free 

energy. The grid errors discussed above are arguably more alarming, because they concern larger 

variations in free energies for rotations of the entire molecule. 

The good news is that these errors are reduced substantially using a (99,590) grid in many 

cases. Consequently, this grid (which is the default in Gaussian16)64 should be considered a 

minimal grid when using DFT to compute free energies any system with low-frequency 

vibrational modes (< 100 cm–1). However, given that errors of ~1 kcal mol–1 remain for some 

systems even with a (175,974) grid, we implore users to compute free energies for several 

molecular orientations65 using multiple integration grids in order to gauge the magnitude of grid 

errors and to guide the choice of the most appropriate integration grid for a given problem.  

Quantum chemistry applications always require choices between accuracy and computational 

expediency, and users must strive to be cognizant of all major sources of errors.  Herein, we 
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identified the choice of integration grid as an often-overlooked source of error in DFT free 

energy computations.  As long as predictions and interpretations based on DFT computed free 

energies are made with these potential errors in mind, DFT remains a powerful and indispensable 

tool for analyzing and even predicting the outcome of organic and organometallic reactions. 

 

Theoretical Methods 

Gas-phase energies, enthalpies (298K), and free energies (298K) for each energy 

minimum or TS structure for reactions 1-5 were computed for 25 (for reactions 2-4) or 50 (for 

reactions 1 and 5) representative orientations using four pruned66 integration grids: (50,194), 

(75,302), (99,590), and (175,974) [the latter uses a (250,974) grid for Ir], commonly referred to 

as ‘SG-1,’ ‘Fine’, ‘Ultrafine’, and ‘Superfine’.  These orientations were generated by performing 

independent rigid body rotations around the three principle axes in 10° (or 5°) increments up to 

80° (or 85°) starting from the respective standard orientations using AaronTools.67 For reaction 

1, only the orientation of 2-butyne was varied, because the free energy of 1,3-butadiene is 

essentially constant across different orientations. For each orientation, the geometry was fully 

optimized using the corresponding integration grid such that the maximum and RMS gradients 

were below 1.5 x 10-5 and 1.0 x 10-5 hartree/bohr, respectively. Harmonic vibrational frequencies 

were then computed via analytic second derivatives. By default, Gaussian uses smaller grids in 

the solution of the CPHF equations (the ‘Fine’ grid for a ‘superfine’ SCF grid, ‘SG-1’ for the 

‘ultrafine’ SCF grid, and ‘coarse’ for the others). While the use of larger grids for the CPHF 

equations can result in a small reduction in the observed errors, significant errors remain. It 

should also be noted that if geometries were not reoptimized at each orientation, the observed 

variations in enthalpies and free energies were even larger and there were often many 

superfluous imaginary vibrational modes. Grid-converged values of energies, enthalpies, and 

free energies were obtained by averaging the corresponding quantity using a (175,974) grid 

across all combinations of sampled orientations. In Table 1, the minimum and maximum energy 

differences correspond the extreme energy differences across all sampled orientations.  For 

orientations for which the correct rotational symmetry number was not automatically recognized, 

we manually appended the corresponding correction to the entropy.  Quasi-RRHO and quasi-

harmonic free energies were computed using AaronTools.67 

The data in Table 1 for reactions 1-4 were computed at the B97-D/def2-TZVP level of 

theory using density fitting.  It should be noted that the documented grid errors are independent 
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of whether density fitting is used (see SI Figure S4). Additional data for reaction 4 were also 

computed using B3LYP/6-31G(d) and M06-2X/6-31G(d) for Figure 3. Data for reaction 5 were 

computed using M06 paired with the LANL2DZ/HayWadt basis set/ECP on Ir and the 6-

31G(d,p) basis set on all other atoms1,41,68 following Ref. 57.  For reaction 4, initial TS structures 

were taken from Ref. 54; initial TS structures for reaction 5 were taken from Ref. 57. Predicted 

selectivities for reactions 4 and 5 assume Curtin-Hammett conditions.  The computations 

presented above were performed using Gaussian09;34 selected data were also computed using 

Orca69 (see SI).  Molecular structure figures were generated using CYLView.70 
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