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Abstract

The basic design principle for emitters exhibiting thermally activated delayed flu-

orescence (TADF) is the minimization of the singlet-triplet gap. While typically this

gap is positive, a possible inversion of states has been proposed as a pathway to im-

prove the efficiency of organic light-emitting diodes. Despite the efforts to design such

emitters, there are very few reports indicating that it is at all possible. We analyze the

problem of gap inversion from the perspective of the electronic structure theory. The

key result is that inversion is possible but requires a substantial contribution of double

excitations and that commonly used cheap electronic structure methods would fail to

predict it.
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Excited electronic states of molecular systems determine their photophysical and photo-

chemical properties, which are central to many technological and biomedical applications. In

particular, investigations of photoactive organic molecules are at the forefront of research due

to their potential use in devices such as organic light-emitting diodes (OLEDs), organic pho-

tovoltaic cells (OPVs), and molecular sensors. The rational design of new organic emitters

or absorbers requires careful engineering of low-lying excited states to optimize the photo-

physical properties of the molecule for a given application. In the case of OLEDs, the design

efforts are focused on maximizing the internal quantum efficiency (IQE) of the emitters by

efficient harvesting of triplet excitons, which are normally nonemissive. This has lead to

the design of phosphorescent emitters,1,2 which contain a heavy-metal atom (e.g. iridium)

to enhance the spin-orbit coupling and enable phosphorescence from the lowest-lying triplet

state (T1). More recently, an alternative pathway to the harvesting of triplet excitons has

been proposed, which is based on the phenomenon of thermally-activated delayed fluores-

cence (TADF).3,4 In the TADF process, a small gap between the lowest-lying singlet and

triplet state ∆EST = ES1 − ET1 enables a thermal up-conversion from the triplet to the

singlet manifold and subsequent fluorescence from the bright S1 state.

The basic design principle for TADF emitters is to make molecules composed of donor

and acceptor units with spatially separated HOMO and LUMO orbitals, which give rise

to excited states with predominantly charge-transfer (CT) character.5–7 The CT states are

characterized by small exchange couplings, which results in small ∆EST values allowing for

a significant equilibrium population in the S1 state. While a pure CT character of the S1

and T1 states would preclude efficient reverse intersystem crossing and fluorescence needed

for the overall high TADF rate, it has been realized that a low-lying local excitation (LE)

also plays a role in the TADF mechanism.8–11 Recently de Silva et al. proposed a four-

state model12 explaining the possibility of efficient TADF resulting from mixing of diabatic

CT and LE states to form mixed-character adiabatic states enabling simultaneously small

∆EST , and relatively high spin-orbit coupling and oscillator strength. The sampling of the
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parameter space of the model gave solutions with negative singlet-triplet gaps, which could

suggest that such realizations are possible in real molecular systems.

For the vast majority of molecular systems, the T1 state lies energetically below the S1

state. This is due to exchange interactions, which stabilize triplets and destabilize singlets

leading to a positive ∆EST . However, there is a growing interest in designing molecules

with inverted states, which would allow replacing the up-conversion in TADF with a more

efficient down-conversion.13–17 Several mechanisms have been identified as a possible path

to overcome the exchange interactions and lead to negative singlet-triplet gaps. Difley et

al. found through constrained density functional theory calculations that state inversion is

possible in exciplexes.13 It was explained by the kinetic exchange mechanism, which stabilizes

singlet states. Olivier et al. found that the presence of a polarizable environment also

leads to stabilization of singlets and enables negative ∆EST .18 Eizner et al. found that

placing a molecule in a microcavity can give inverted polaritonic states.14 Another possibility

for effectively inverted states is to inhibit internal conversion in the triplet manifold so

that T2 lying above S1 is the lowest populated triplet state.15 Despite these efforts, an

indisputable ab initio prediction of a molecular system with inverted singlet and triplet

states is missing. This relates to the fact that it is not understood what is required from

the electronic structure of a molecule to exhibit such inversion. Gaining such understanding

would possibly enable the rational design of emitters with negative ∆EST and lead to OLED

devices with improved efficiency. In this Letter, we show how the presence of low-lying

states of a doubly excited character is a prerequisite for the singlet-triplet gap inversion and

rationalize the prior findings based on the kinetic exchange mechanism and interaction with

a polarizable environment. We also give an example of a molecule that exhibits such an

inversion, which is confirmed with ab initio calculations.

The simplest ab initio electronic structure theory that can describe excited states is

configuration interaction singles (CIS). The CIS Hamiltonian is given in the basis of singly-

excited configurations (Slater determinants) {|Ψa
i 〉}, which are generated by promoting an
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electron from an orbital i occupied in the reference determinant to an empty orbital a. The

singly-excited basis states are of the spin-mixed character, but their linear combinations can

be formed to generate spin-pure configuration state functions (CSFs):

|1Φa
i 〉 =

1√
2

(|Ψa
i 〉+ |Ψā

ī 〉) (singlet)

|3Φa
i 〉 =

1√
2

(|Ψa
i 〉 − |Ψā

ī 〉) (triplet) (1)

where the bar over a spin-orbital index denotes the β spin and lack thereof denotes the

α spin. Using the CSF basis in eq. 1 and the Brillouin’s theorem, which says that the

ground-state does not couple with singly-excited configurations, it is possible to split the

total Hamiltonian into a direct sum of Hamiltonians operating on the ground state, and in

the excited singlet and triplet subspaces H = H0 ⊕ 1H⊕ 3H. The latter two Hamiltonians

can be directly diagonalized to give energies and eigenvectors of the excited states. In the

following we will show that the CIS Hamiltonian can never give a negative singlet-triplet

gap. First, we will make use of a useful inequality in linear algebra,19

Weyl’s inequality If A and B are Hermitian matrices with eigenvalues a1 ≥ a2 ≥ . . . ≥ an

and b1 ≥ b2 ≥ . . . ≥ bn, and C = A + B with eigenvalues c1 ≥ c2 ≥ . . . ≥ cn, then for

i = 1, 2, . . . , n

ai + bn ≤ ci ≤ ai + b1 (2)

In particular, the lowest eigenvalue of C is bounded from both sides

an + bn ≤ cn ≤ an + b1 (3)

Considering eq. 3 and that λn(3H) = −λ1(−3H), the singlet-triplet gap is bounded from

below by the lowest eigenvalue of the difference between the singlet and triplet Hamiltonians:

∆EST = ES1 − ET1 = λn(1H) + λ1(−3H) ≥ λn(1H− 3H) (4)
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By using Slater-Condon rules it is straightforward to show that that the elements of 1H−3H

in the CSF basis are

〈1Φa
i |H|1Φb

j〉 − 〈3Φa
i |H|3Φb

j〉 = 2 〈Ψa
i |H|Ψb̄

j̄〉 = 2(ia||j̄b̄) = 2(ia|jb) (5)

where the latter two objects are the antisymmetrized and standard two-electron Coulomb

integrals in the chemists’ notation. Since 1H− 3H is simply twice the matrix of two-electron

integrals, which is known to be positive semidefinite,20 its lowest eigenvalue λn(1H−3H) ≥ 0

and ∆EST ≥ 0 for any CIS Hamiltonian.

This result carries over also to the time-dependent Hartree-Fock (TDHF) method, which

solves a non-Hermitian eigenvalue problem to obtain the excitation energies ω from the

Hartree-Fock ground state

 A B

−A∗ −B∗


X

Y

 = ω

X

Y

 (6)

where Aia,jb = δijδab(εa − εi) + (ia||jb) and Bia,jb = (ia||bj). The matrix in eq. 6 can be

block-diagonalized to decouple singlet and triplet excitations giving the following blocks of

the matrices: 1Aia,jb = Aia,jb + Aia,j̄b̄,
1Bia,jb = Bia,jb + Bia,j̄b̄ for the singlets, and 3Aia,jb =

Aia,jb − Aia,j̄b̄,
3Bia,jb = Bia,jb − Bia,j̄b̄ for the triplets. While the problem remains non-

Hermitian, which prevents direct application of the Weyl’s inequality to provide a lower

bound on the singlet-triplet gap, the equations can be reduced to Hermitian eigenvalue

problems for the squares of excitation energies

(ΣA− ΣB)1/2(ΣA + ΣB)(ΣA− ΣB)1/2(ΣZ) = Σω
2
(ΣZ) (7)

where ΣZ = (ΣA−ΣB)1/2(ΣX+ΣY), and Σ = {1, 3}. It can be shown that C = (1A−1B) =

(3A − 3B) = δijδab(εa − εi) + (ib|aj) − (ij|ab), and the difference between the singlet and
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triplet operators becomes

C1/2
[

1A + 1B− 3A− 3B
]
C1/2 (8)

with [
1A + 1B− 3A− 3B

]
= 4(ia|jb) (9)

Since it is again a positive semidefinite matrix of two-electron integrals, and C has to be

positive semidefinite for the square root to exist, the entire difference matrix in eq. 8 is

positive semidefinite. Using again the Weyl’s inequality we obtain ω2
S1
− ω2

T1
= (ωS1 −

ωT1)(ωS1 +ωT1) ≥ 0, which directly implies that ∆EST ≥ 0 for any TDHF calculation. Since

both CIS and TDHF are uncorrelated methods, these results suggest that if inverted gaps

are possible at all, they would emerge as an effect of electron correlation.

To put this result in the context of TADF emitters and illustrate the effect of going

beyond single excitations, we turn to the recently proposed four-state model of TADF.12

The model Hamiltonian is given in the basis of spin-mixed singly-excited configurations

within a 3-orbital active space {φA, φB, φC}. The 4x4 matrix can be block-diagonalized to

form respective singlet and triplet Hamiltonians, and their difference is

1H− 3H = 2

KCT KX

KX KLE

 (10)

with the matrix elements given by two-electron integrals KCT = (φAφB|φBφA), KLE =

(φAφC |φCφA), and KX = (φAφC |φBφA). The positive semidefinitness of this matrix implies

that K2
X ≤ KCTKLE, which is the well-know Cauchy-Schwarz inequality used in the electron

integral prescreening, and that ∆EST ≥ 0.

It is clear that since the four-state Hamiltonian is of the CIS type, the singlet-triplet gap

is strictly non-negative. To understand the effect of double excitations on the magnitude

and sign of the gap, we consider a minimal three-state model where the basis states are
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two spin-mixed CT configurations {|CT1〉 , |CT2〉} (ϕA → ϕB transitions) and a doubly-

excited configuration |D〉 ((ϕA)2 → (ϕB)2 transition). The Hamiltonian in the basis of these

configurations takes the following form

H =


0 KCT tCT,D

KCT 0 tCT,D

tCT,D tCT,D ED

 , (11)

where ED is the energy gap between |CT 〉 and |D〉 configurations, KCT if the exchange

integral, and the coupling between |CT 〉 and |D〉 states is a sum of one- and two-electron

integrals tCT,D = hAB + (ϕAϕB|ϕBϕB). In the basis of spin-pure CSFs, the corresponding

singlet Hamiltonian and the energy of the only triplet state are

1H =

 KCT

√
2tCT,D

√
2tCT,D KCT

 , ET = −KCT (12)

By subtracting the triplet energy from the diagonal of the singlet Hamiltonian and using

the Weyl’s inequality (eq. 3), one obtains a condition for the negative lower bound on the

singlet-triplet gap

t2CT,D > KCT (ED +KCT ) (13)

Since doubly-excited configurations |Ψaā
īi 〉 can mix only with CSFs of singlet multiplicity,

adding them leads to the reduction of the singlet-triplet gap. If the coupling is strong (large

t2CT,D) and/or singly- and doubly-excited configurations are energetically close (small ED), a

substantial admixture of the double excitation in the S1 state can lead to an inverted singlet-

triplet gap, which would be a manifestation of the electron correlation effect in the excited

state. This is effectively the same mechanism as the kinetic exchange, which is explained as

a two-step process where the electrons are swapped by pairing them first in one orbital. The

singlet-triplet gap predicted by the kinetic exchange model is ∆EST = K − t2

∆E
, where K is
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the direct exchange coupling, t is the hopping integral between involved orbitals, and ∆E is

the energy difference between the paired and unpaired states.13 To obtain this result from

the model Hamiltonian in eq. 12 one can use the downfolding technique21 to integrate out

the doubly-excited state. The resolvent for the Hamiltonian in eq. 12 is

G(ω) =
(
ω − 1H

)−1
=

ω −KCT

√
2tCT,D

√
2tCT,D ω −KCT


−1

(14)

Carrying out the inversion explicitly, one obtains

G00(ω) =
(
ω −

[
KCT + 2t2CT,D(ω − ED)−1

])−1
(15)

which is a resolvent for a one-dimensional energy-dependent effective Hamiltonian 1Heff (ω) =

2t2CT,D(ω − ED)−1. If the coupling to the double excitation is small and/or the energy gap

is large, the effective Hamiltonian can be approximated with an energy-independent one by

replacing ω with the energy of the singly-excited configuration (1H00 = KCT )

1H̃eff = 1Heff (ω = KCT ) = KCT + 2t2CT,D(KCT − ED)−1. (16)

This leads to the expression for the energy of the singlet state ES1 = KCT − 2
t2CT,D

ED−KCT
, and

the gap ∆EST = 2(KCT −
t2CT,D

ED−KCT
). This is essentially the same results as in the kinetic

exchange model, except that tCT,D is now not only a hopping integral but also contains a

two-electron (ϕAϕB|ϕBϕB) term.

The results presented above clearly show that i) to realize a molecular system with

a negative singlet-triplet gap, the S1 state has to be to some extent of a doubly-excited

character, and ii) if such system was found, uncorrelated methods would still incorrectly

predict that the gap is positive. Since the vast majority of excitation energy calculations are

done at the level of the linear-response time-dependent density functional theory (TD-DFT),
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it is of interest to discuss if negative gaps can be predicted within this framework. On the

one hand TD-DFT accounts for electron correlation through the exchange-correlation kernel

(fxc(r, r
′, ω)), but on the other it is well known that it fails to describe double excitations

if a frequency-independent kernel is used (adiabatic approximation).22 Within the Tamm-

Dancoff approximation, which corresponds directly to the CIS method,23 the excitation

energies are eigenvalues of the matrix equation AX = ωX, where the matrix elements

Aia,jb = δijδab(εa − εi) + (ia|jb) + (ia|fxc|jb). Working again in the CSF basis, the difference

between the corresponding singlet and triplet operators is

〈1Φa
i |A|1Φb

j〉 − 〈3Φa
i |A|3Φb

j〉 = 2(ia|jb) + 2(ia|fα,βxc (r, r′, ω)|jb). (17)

In contrast with the CIS case, now the definiteness of this matrix depends on the properties

of the exchange-correlation kernel. In practice, TD-DFT calculations are typically done

in the adiabatic approximation, where the kernel is frequency-independent. Even so, the

adiabatic kernel fα,βxc (r, r′) is negative definite, so the matrix in eq. 17 is in general indefinite.

Therefore, negative singlet-triplet gaps could in principle occur in TD-DFT calculations.

However, for closed-shell ground states, it is only the correlation part that contributes to

fα,βxc (r, r′). The correlation contribution, at least for common approximations, is very small

compared to the Coulomb interaction24 and the matrix in eq. 17 turns out to be positive

definite in practice and ∆EST ≥ 0 should be expected from such calculations. Nevertheless,

the negative definiteness of the xc kernel contribution clearly shows that electron correlation

leads to the reduction of the singlet-triplet gap. Eventually, for sufficiently correlated excited

states this may lead to the gap inversion. For such systems, the adiabatic approximation

breaks down and frequency-dependent kernels are needed to account for the mixing with

doubly-excited configurations.

The discussion above shows that electron correlation effects, in particular contribution

of double excitations in the S1 state, are a prerequisite for a negative singlet-triplet gap.
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This situation is realized at conical intersections (CI) between S1 and S0 states, where T1

naturally lies above both singlets. Of course, this observation is useless from the perspective

of the design of organic emitters as accessible CIs inevitably lead to radiationless relaxation.

Nevertheless, it again highlights the importance of double excitations which are known to

be crucial for the description of CIs. Therefore, all the electronic structure methods that

fail at describing conical intersections, including CIS and adiabatic TD-DFT, are bound to

fail at predicting any possible singlet-triplet gap inversions. For such cases one needs to

resort to wavefunction-based methods that include doubles explicitly, use TD-DFT with a

frequency-dependent kernel like Dressed TD-DFT,25,26 or other practical DFT approaches

that allow for explicit or implicit inclusion of double excitations like Spin-Flip TD-DFT27 or

Constrained DFT,28 which have been shown to be able to produce conical intersections.29–31

In the context of OLEDs exhibiting TADF, it has been realized that also the presence of

a polarizable medium can significantly affect the singlet-triplet gap.32,33 In a typical scenario,

the S1 state has more CT character than the T1 state;11 therefore, it is stabilized stronger

leading to smaller ∆EST . Olivier et al. have found that a combination of TD-DFT calcula-

tions with polarizable microelectrostatic embedding could indeed lead to negative gaps.17,18

In light of the findings in this Letter, it becomes unclear whether this result is physical or is

just an artifact of the classical and approximate treatment of the environment. In the end,

full TD-DFT calculations for the entire molecule + environment system would most likely

give a positive gap. More broadly, it is an interesting question to ask if interactions with the

environment can ever lead to negative gaps. In this context, it is interesting to notice that

Subotnik showed that orbital relaxation in the excited state has the same effect on energies

of CT states as adding double excitations.34,35 This can be also rationalized for the interac-

tion between the emitter and its environment. Let us assume that the exchange interactions

between the subsystems are negligible and that the mean-field ground-state wavefunction

of the entire molecule+environment (M+E) system can be factorized into a product of the

subsystem wavefunctions |ΨM+E
0 〉 = |ΨM

0 〉 |ΨE
0 〉. An excited state of the emitter within the
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CIS and frozen environment approximations takes the following form

|ΨM+E
n 〉 =

(
|ΨM

0 〉+
∑
ia

tai a
†
aai |ΨM

0 〉

)
|ΨE

0 〉 (18)

where we use the intermediate normalization of the wavefunctions. After the excitation

in the subsystem M, the environment polarizes its electronic degrees of freedom, which

can be described as relaxing the orbitals and adopting a different mean-field wavefunction

|ΨE
0,pol〉, which is not orthogonal to the frozen one (〈ΨE

0 |ΨE
0,pol〉 6= 0). According to the

Thouless theorem,36 we can connect these two determinants by using single excitations as

the generator |ΨE
0,pol〉 = exp

(∑
jb t

b
jt
b
ja
†
baj

)
|ΨE

0 〉. By truncating the exponential operator at

the single excitations level we obtain the wavefunction of an excited emitter in the polarized

environment in the following form

|ΨM+E
n 〉 =

(
|ΨM

0 〉+
∑
ia

tai a
†
aai |ΨM

0 〉

)(
(|ΨE

0 〉+
∑
jb

tbja
†
baj |Ψ

E
0 〉

)

=

(
1 +

∑
ia

tai a
†
aai +

∑
jb

tbja
†
baj +

∑
ijab

tai t
b
ja
†
aa
†
baiaj

)
|ΨM+E

0 〉 , (19)

where {i, a} run over orbitals in |ΨM
0 〉, and {j, b} in |ΨE

0 〉. Now it becomes evident how

selected doubly-excited configurations are necessary to describe polarization of the environ-

ment’s density after an excitation of the emitter. Now let |Ψab
ij 〉 denote a doubly-excited con-

figuration where one electron is excited in the embedded subsystem (i→ a) and the other in

the environment (j → b). The coupling between the doubly- and singly-excited configuration

is 〈Ψaj
ij |H|Ψab

ij 〉 = hjb +
∑

k∈|Ψaj
ij 〉

(jb||kk). Since |ΨM+E
0 〉 is defined as the Hartree-Fock state

which diagonalizes the Fock matrix, the off-diagonal element Fjb = hjb +
∑

k∈|ΨM+E
0 〉(jb||kk)

is zero . Therefore, inserting hjb = −
∑

k∈|ΨM+E
0 〉(jb||kk) into the preceding equation yields

〈Ψaj
ij |H|Ψab

ij 〉 =
∑

k∈|Ψaj
ij 〉

(jb||kk)−
∑

k∈|ΨM+E
0 〉

(jb||kk) = (jb||aa)− (jb||ii) (20)

= [(jb|aa)− (jb|ii)] + [(ji|ib)− (ja|ib)] .
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The second term in the final line of the equation above vanishes as we have assumed negligible

exchange interactions between the subsystem and the environment, while the first term is the

Coulomb repulsion between a charge density localized in the environment and a difference

of densities of orbitals a and i. If (i → a) is a local excitation, the orbital densities would

be very similar and mostly cancel each other; therefore, LE states do not couple strongly

with the considered double excitations. On the contrary, for a CT excitation the coupling

becomes significant as the orbital densities are localized in different parts of the molecule

by definition. Since CT configurations are coupled with double excitations stronger than

the local excitations, either adding doubles or accounting for classical charge polarization

leads to their stabilization, where both effects have the same physical meaning. Therefore,

polarizable embedding schemes effectively mimic the effect of including double excitations

in the wavefunction of the entire system. Considering that the S1 state of TADF emitters

has more CT character than T1 and that, as we have shown, double excitations lead to

the reduction of singlet-triplet gaps, the negative gaps predicted by polarizable embedding

calculations can be physical. More generally, the conclusion is that designing molecules with

intrinsically small gaps and embedding them in a polarizable environment, could effectively

lead to a gap inversion as have been argued by others.

To illustrate the analytical results with ab initio calculations we have chosen cycl[3.3.3]azine

as a model system (fig. 1a). It was speculated that this molecule has a negative singlet-triplet

gap,37 while some experiments suggest that the gap is very small but positive.38 The tiny

(or potentially negative) gap of cycl[3.3.3]azine has been attributed to the disjoint character

of its HOMO and LUMO, where both frontier orbitals are peaked in different spatial regions

(see fig. 1b,c). The resulting small exchange HOMO-LUMO integral can explain the small

singlet-triplet splitting in the one-electron HOMO to LUMO excitation picture. To evaluate

the effect of electron correlation, we have calculated the lowest singlet and triplet excitation

energies with a range of excited-state methods (Table 1).

Both uncorrelated methods (CIS and TD-HF) predict the gap to be positive. This is
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Figure 1: Structure (a), HOMO (b), and LUMO (c) of cycl[3.3.3]azine. HOMO and LUMO
calculated at the Hartree-Fock level.

Table 1: Singlet and triplet vertical excitation energies [eV] calculated with
different excited-state electronic structure methods and the resulting singlet-
triplet gaps.

Method ES1 ET1 ∆EST
CIS 1.83 1.50 +0.33
TD-HF 1.68 1.08 +0.60
PBE 1.21 1.02 +0.19
B3LYP 1.26 1.05 +0.21
M06-2X 1.27 1.08 +0.19
CIS(D) 1.07 1.37 −0.30
ADC(2) 1.04 1.20 −0.16
EOM-CCSD 1.09 1.19 −0.10
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also the case for TD-DFT with three different exchange-correlation functionals; the gaps

are reduced but the adiabatic correlation kernels are not able to push the singlet state

below the triplet. The situation changes dramatically when doubly-excited configurations

are treated explicitly in any form. All three correlated wavefunction-based methods predict

the gap to be negative, which clearly demonstrates that the molecules with the inverted

singlet-triplet structure are possible. This result is promising from the perspective of the

design of OLED materials, as it shows that the TADF mechanism can be made even more

efficient by down-converting triplet excitons to singlets instead of a thermally-activated up-

conversion. Actual design of such emitters is challenging not only because molecules with

inverted singlet-triplet gaps are exceedingly rare, but also because the S1 state is not very

bright in these cases. This is indeed what happens for cycl[3.3.3]azine, which is known to

violate the Kasha’s rule and have a stronger emission from the S2 state.38 The quenching of

the S1 state has been attributed to a thermally accessible S0-S1 conical intersection. This

is consistent with the fact that the singlet-triplet inversion requires some contribution of a

double excitation, and doubly-excited states are normally dark states and often associated

with the presence of conical intersections. Therefore, a potential OLED emitter with a gap

inversion should have an S1 state which is to some extent of a CT character to minimize

exchange interactions, doubly-excited character to further stabilize the singlet state, and

locally-excited character to afford appreciable oscillator strength. Perhaps such emitters

could be found either by ingenious design or sheer serendipity, this is to be seen. In any

case, strong vibronic coupling could help to realize these contrasting requirements, as it is

already the case for TADF emitters.

In summary, we have shown both analytically and numerically that electron correlation

in the form of double excitations always leads to the reduction of the singlet-triplet gap

in molecular systems. In particular, strong coupling with doubles, or strong excited-state

electron correlation in general, can generate the inversion of S1 and T1 states, where the

former becomes an energetically lower state. These findings are relevant for the design of
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new OLED emitters based on the TADF mechanism, where minimization of ∆EST is the

basic design principle. In this work, we argue that the design of emitters with inverted

gaps is in principle possible, but requires either assuring that the emitting CT state has a

substantial contribution of its doubly-excited configurations or that it couples strongly to the

polarizable environment. While the latter strategy has been already pursued in the design

of OLED materials, the former is a new result that may lead to a completely new class of

molecular emitters. The analysis of popular electronic structure methods for excited states

shows that extra care needs to be taken when attempting to computationally predict negative

singlet-triplet gaps. We prove that gap inversion is not possible to obtain with uncorrelated

excited-state methods and argue that it is highly unlikely with the linear response TD-DFT

in the adiabatic approximation. Therefore, to study systems with possible inverted gaps one

has to resort to methods capable of describing excited states with relatively strong electron

correlation effects.

Computational methods

All electronic structure calculations were done using the Q-Chem 5.0 package.39 The ground-

state geometry was optimized at the DFT/B3LYP level. Vertical singlet and triplet ex-

citation energies were calculated using wavefunction methods: CIS, TD-HF, CIS(D),40

ADC(2),41 EOM-CCSD42 and linear response TD-DFT with PBE, B3LYP, and M06-2X

exchange-correlation functionals. The cc-pVDZ basis set was used for all the calculations,

and the rimp2-cc-pVDZ auxiliary basis set was used for the methods using the resolution-

of-identity approximation.
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