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Abstract

The incorporation of polarization in multiscale quantum-mechanics / molecular-

mechanics (QM/MM) simulations is important for a variety of applications, e.g. charge-

transfer reactions. A recently developed formalism based on a density functional theory

description of the QM region and a potential energy function for H2O molecules that

includes quadrupole as well as dipole polarizability of the MM region is used to simulate

liquid water and water clusters. Analysis of the energy, atomic forces, MM polariza-

tion, and structure is presented. A quantitative assessment of the QM/MM-MM/MM

interaction energy differences of all possible QM/MM configurations of (H2O)n clus-

ters shows that the interquartile range of the distributions of the QM/MM binding

energies are never more than 20 meV/molecule higher or lower than the binding en-

ergies produced with either of the single-model results. Comparing these interaction

energy differences with the QM/MM induction differences show that they are not sys-

tematically caused by the induced MM moments of our polarizable embedding scheme.

Optimized hexamer geometries as well as liquid water structure are shown to be im-

proved in comparison with results obtained using point-charge based embedding models

neglecting polarization.
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1 Introduction

The multiscale quantum and classical mechanical (QM/MM) approach to simulations of

large and complex systems is well-established. Different flavours have been developed with

a variety of application areas in mind, such as photochemistry,1–3 solvation dynamics,4–7

biology,8,9 nanostructures,10 and materials science.11 In the case of heterogeneous electro-

chemistry, such a multiscale methodology based on a combination of approaches is needed in

order to make simulated systems more realistic, e.g. by representing the aqueous electrolyte

as a water phase rather than a bilayer of ice, as has frequently been done.12–15 Experi-

mentally, electrochemical reactions at stepped / irregular surfaces have been observed to be

different from those at flat surfaces16–18 and ordering of H2O molecules at such surfaces needs

to be coupled with a proper simulation of the liquid phase. Furthermore, analysis of solvated

systems requires the determination of free energy based on statistical sampling19,20 that is

too computationally intensive for an electronic structure calculation of the whole system, for

example at the level of density functional theory (DFT). A multiscale model that includes

electronic structure calculation of the electrode and its near environment, a QM region, while

the aqueous electrolyte is otherwise represented with a less computationally intensive MM

approach would represent a large step forward in the simulation of heterogeneous electro-

chemistry. However, before introducing surfaces into the simulations, the accuracy of the

coupled methodology must be thoroughly tested.

In most present day QM/MM simulations, the QM calculation incorporates an added

Coulomb potential from static point charges of the MM subsystem.3,21–23 This approxima-

tion neglects the reciprocal polarization of the charges in the MM subsystem by the QM

subsystem, an effect that was nevertheless included in the inceptive work within the field.24

Strictly speaking, this reciprocal polarization is still of electrostatic nature, but often the

rungs on the ’Jacob’s ladder’ of multiscale embedding methods are named ’electrostatic em-

bedding’ (EE) if the MM point charges remain unchanged during the calculation, and the

term ’polarizable embedding’ (PE) is used if MM polarization is included.25–28 This nomen-
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clature is thus also adopted here.

Already, quite a few PE-QM/MM methods have been developed. One way of classi-

fying them relies on how they account for polarization and polarizability of the MM sub-

system.29 This includes: induced dipoles,27,30–34 Drude oscillators,35 fluctuating charges,36,37

charge-on-spring models,38 or atom-centered multipoles.39–43 Some of the methods have been

extended to utilize QM models beyond DFT.44–46 We have recently developed a globally self-

consistent polarizable embedding scheme that is unique in that it couples a polarizable force

field for water including both di- and quadrupole induction as well as a non-local exchange

repulsion.47 The force field is based on a single center multipole expansion (SCME) of the

electrical potential and its gradients, and as such defines a set of molecular moments that

that can be extracted from high-level quantum chemistry calculations.48 The QM subsystem

is represented by DFT and thus the electric field and its derivatives are based on an explicit

charge density, evaluated on a grid. Using a multipole model to describe the electrostatics

in the MM subsystem is more flexible than e.g. using a point charge model, and the result-

ing electric field and its derivatives will be more similar to their DFT-counterparts, which

reduces the risk of introducing artifacts when coupling the two subsystems.

To date the often computationally costly methodologies for polarizable embedding have

impeded their application to problems requiring sampling of the free energy of large sys-

tems: Either, the sampling has been carried out on structures generated from classical

dynamics based on pure MM description instead of using the QM/MM approach for the

dynamics,27,49 or else the sampling has been done with more intricate schemes than simple

Born-Oppenheimer Molecular Dynamics (BOMD).33

We present here a comprehensive and critical analysis of the accuracy of the energy,

atomic forces, and polarization produced by our recent embedding scheme in the case of

H2O clusters as well as a statistically robust BOMD sampling of liquid water. The hydrogen

network produced in the simulation and the way it is affected by the inclusion of polarization

in our PE scheme is analyzed by comparison to simulations using the more ubiquitous EE
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model.

To assess the accuracy of coupling schemes, one must test if they introduce artifacts in

the total energy and atomic forces in the full, coupled system. These artifacts can lead to:

(1) The energy of the coupled system being smaller or larger than what is obtained from

either the pure QM or pure MM description, and (2) different sub-divisions into QM and

the MM regions giving substantially different results.21 This means that we are not testing

the accuracy of the individual single-scale models, but rather the quality of the coupling of

the two descriptions. Thus, the density functionals chosen for these test have been selected

for their efficiency, allowing for more rapid collection of statistically convergent quantities to

assess the coupling scheme, and not for their ability to reproduce accurately all aspects of

liquid water and H2O clusters.

2 Computational Details

The PBE50 and BLYP51,52 functionals have been used for testing our polarizable coupling

model. A real space grid is used to represent the electron density and the orbitals, as

implemented in the GPAW53,54 software, and a grid spacing of 0.15 Å was used.

To test over- or underbinding of QM/MM systems in relation to the total difference

between pure QM and SCME models, we calculated the interaction energy for all possible

n!/(q!(n− q))! QM/MM combinations of n-molecule H2O clusters, of which q = {1 . . . n−1}

are described with DFT. For example, in the case of the trimer, n = 3 and q can be 1 or 2, for

a total of 6 QM/MM combinations for each trimer geometry. For the decamer, the largest

clusters analysed here, the number of combinations is 1022. The datasets were produced

from the cluster geometries of the Bates & Tschumper hexamers,55 and the set of (H2O)n,

n = 3−10 clusters provided by Temelso and coworkers,56 for a total of 6214 QM/MM single

point energy calculations for each of the two density functionals used.

The hexamer QM/MM RMSD calculations were carried out by obtaining the dataset,55
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resetting the intramolecular bonds and angles to the SCME geometries, fixing them using

RATTLE, and then relaxing each hexamer using SCME exclusively, until the magnitude

of the maximum force on any atom drops below 0.02 eV / Å. Then, the relaxations were

re-done for each possible QM/MM configuration of 1-5 QM molecules, 496 in total. Every

relaxed structure was then re-centered and rotated to optimize the overlap between the

SCME and PBE/SCME structure, using the Kabsch algorithm,57 before the RMSD values

were calculated.58 The results were compared with EE calculations using the TIP4P potental

function for H2O, i.e. PBE/TIP4P calculations, using the same procedure. It has previously

been shown that the most accurate QM/MM coupling is achieved by using a basis of linear

combinations of atomic orbitals (LCAO).59 Thus, to ensure the best possible results from

this EE model for fair comparisons, GPAW’s LCAO mode with tzp basis sets for the QM

molecules was used in the simulations.

For the simulations of liquid water, a system of 512 H2O molecules in cubic box including

periodic boundary conditions at ambient density was equilibrated using either SCME or

TIP4P for the PE and EE-simulations, respectively. A 1 fs timestep was used in classical

dynamics simulations using a Langevin thermostat with a friction coefficient of 0.01. For

the QM/MM simulations, one of the H2O molecules was described with either the PBE or

BLYP functional, using all the same parameters as in the previous dynamics calculations.

The velocities were re-initialized from a Maxwell-Boltzmann distribution at 300 K and the

system re-equilibrated for 3 ps before data was collected. In the PBE/SCME calculation,

data was collected over a time interval of 159 ps, while in the BLYP/SCME calculations, the

time interval was 132 ps. The total time interval covered by the concatenated PBE/TIP4P

simulation after equilibration was 418 ps. The single-model PBE liquid water calculations

consisted of 10 systems, each containing 64 molecules, at ambient density, first equilibrated

with TIP4P for efficiency, and then re-equilibrated using PBE BOMD for 4 ps each, before

sampling data over a time interval of 58 ps, all using the same Langevin thermostat as in

the other simulations. The time periods for re-equilibration were tested and found to be
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sufficient by extending them further, discarding data, and confirming that this induced no

significant changes in the statistical results.

3 Benchmarks

3.1 (H2O)n Clusters

Figure 1 shows box/violin plots of distributions of differences in the interaction energy

∆∆E = ∆EQMMM
int −∆ESCME

int between every QM/MM combination possible from the set of

clusters described in the section on computational details. The white boxes represent 50%

of the data points, and the red lines within them show the median of each distribution. The

widths of the underlying violin-plots is a visualization of the amount of data points in that

region. When ∆∆E is positive, the pure SCME interaction energy is more negative than

its QM/MM counterpart, or, equivalently, the QM/MM description underbinds compared

to pure SCME. The colored patches represent the biggest pure DFT interaction energy dif-

ference with respect to SCME. The left plot in figure 1, shows the PBE/SCME coupling

interaction energy differences. The differences between the pure PBE and pure SCME in-

teraction energy is small, which result in correspondingly small differences in the QM/MM

interaction energy, that is generally seen to converge towards the absolute maximum single-

model results (as represented by the edges of the red/blue patches) with the number of

molecules in each subsystem. Previous point-charge based electrostatic embedding models

have had issues with too strong QM/MM coupling that could not be removed by tuning

the non-electrostatic coupling parameters. This is evident from ’u-shaped’ ∆∆E-averages,

binding strongest when there is the largest possible number of QM/MM interactions in the

configuration.59 From the results presented here, these problems have been eliminated by

the more advanced coupling model including the reciprocal polarizability.

For larger (n > 7) clusters, the combinations containing only 1 or 2 PBE molecules does

show some overbinding on the order of a couple of meV per water molecule. This can be
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Figure 1: Box/violin plot of the distributions of differences in DFT/SCME interaction energy
with respect to the pure SCME interaction energy for water clusters ranging from tri- to
decamer. The x-axis groups the results of all QM/MM combinations containing 1,2, . . .n−1
QM molecules together, where n is the total number of molecules in a cluster. The red/blue
patches represent the maximum positive/negative differences between the the two single-
model results, ∆EQM

int − ∆ESCME
int , delineating the artifact-free region of interaction energy

differences.

ascribed to the well known overestimation of polarizability by PBE (and GGA functionals

in general, arising from their underestimation of the HOMO-LUMO gap),60,61 which opens

up for later studies using hybrid functionals, since the inclusion of exact exchange is known

to improve polarizability,61 or self-interaction corrected functionals62 (since the error in the

HOMO-LUMO gap in GGA functionals can be traced to the self-interaction error in Kohn-

Sham functionals). When the BLYP functional is used instead of the PBE functional (see

figure 1, right), the difference between pure DFT and pure SCME interaction energy is

generally larger, as shown by the red patches.

It is well known that GGA functionals have several, but different, shortcomings when

describing water.61 This difference can be traced to the different exchange-enhancement

functions. The two functionals compared here represent extrema in this regard. BLYP is

strongly repulsive in the exchange-overlap region (i.e. the region where electron densities

between water molecules overlap) resulting in underbound water clusters when comparing

results from pure BLYP to results from pure SCME simulations (red patches in figure 1,
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right). On the other hand, PBE is more weakly repulsive in the exchange-overlap region and

as a result the pure-PBE water cluster binding energy is closer to the pure SCME result.

Both functionals lack the dispersion interaction at long range but it is included in the SCME

potential function.

On the basis of these benchmarks it can be seen that the polarizable embedding interface

does not introduce any significant errors in the energy outside of the range spanned by the

pure DFT and pure SCME results.

3.1.1 Analysis of QM/MM induced multipoles

In the following we will analyse how the QM density affects the polarization of the SCME

molecules, compared to the corresponding pure-SCME system. Dipole moments also induced

by the QM density will be called ’QM/MM dipoles’ for brevity. Similarly to ∆∆E, the

difference between the norms of each of the final induced dipoles of each molecule in the

QM/MM and pure MM description can be defined as

∆∆µiα =
|µi,QMMM
α + ∆µi,QMMM

α | − |µi,MMMM
α + ∆µi,MMMM

α |
|µi,MMMM
α + ∆µi,MMMM

α |
. (1)

Similarly, using the 2-norm for the quadrupoles, ∆∆θ can be defined. Lastly, the angle,

∆Angle, between each QM/MM- dipole and its MM equivalent is analysed to characterize

the influence of the coupling.

Figure 2 shows how these values are affected by the QM/MM partitioning. The under-

lying idea is the same as for the box graphs of the previous section, but here the top graph

shows the differences in norm between every possible QM/MM-induced SCME dipole and its

pure SCME-based equivalent. The bottom graph shows the angle between each pure SCME

dipole and its QM/MM equivalent. The lines represent the median values, while the under-

lying heatmaps are created from histograms of the values, since violin- or boxplots would

be too cluttered to facilitate an easy visual comparison between results from the two energy
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functionals. Both functionals introduce virtually the same ∆∆µ in SCME, consistent with

the fact that GGA functionals generally overestimate induction,61 resulting in overpolarized

QM densities, which in turn produces larger fields that polarizes SCME than in pure-SCME

clusters.

Figure 2: Top left: Median dipole norm differences (equation 1) between each SCME dipole of
every possible PBE/SCME configuration of hexamer- and larger clusters, and its pure SCME
equivalent. Top right: The same for BLYP/SCME. Bottom left: Median angle between
aforementioned PBE/SCME dipole pairs. Bottom right: The same for BLYP/SCME. The
red, dashed lines show the median of the other functional for comparison, i.e, on the left
(PBE/SCME) graphs the red line is the BLYP/SCME median, and vice versa.

In order to investigate how the distance between QM and MM molecules affects the overall

polarization and energy, figure 3 correlates ∆∆E (top graphs) and the induced dipole norm

difference with respect to pure SCME (middle graphs) to the distance of the nearest QM

molecule. In both cases, we observe that the differences from pure SCME simulations can

only reach the largest values if there is at least one neighboring QM molecule, i.e. within

3.25 Å. The bottom graphs correlate the two values directly to each other, revealing no

apparent correlation between the induction difference and the ∆∆E.
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Figure 3: Correlation plots showing the impact of being close to a QM molecule. Top: The
∆∆E-values from figure 1, repeated for each QM/MM induced multipole, and histogrammed
versus the distance to the nearest QM water molecule from the multipole. The horizontal
axis have been split up in two regions for easier assesment of the short-range. Middle:
QM/MM Induction difference to the pure-SCME equivalent. Bottom: Correlation between
the induction difference and ∆∆E.
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Figure 4: Correlation between the difference in norms of the QM/MM-induced quadrupoles
and the pure-SCME quadrupoles (top graph), and ∆∆E (bottom graph).

Figure 5: Geometry optimizations of all 496 possible QM/MM combinations of eight of the
most energetically favorable hexamer conformations.55 The histograms show the total RMS
differences between all atomic positions of each of the QM/MM relaxed structures, and their
pure-MM-relaxed counterpart. The insets depict the used hexamer geometries.

3.1.2 Hexamer structure

The hexamer is the smallest cluster size that can be taken to represent the hydrogen-bonding

network in ice, with some of the minimum energy-geometries governed by a fully realized
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three dimensional hydrogen bonding network. We therefore use it to test relaxed geometries

obtained from the QM/MM description of the atomic forces. Figure 5 shows root mean

square displacements (RMSD) obtained after relaxations of all possible QM/MM partitions

of the 8 lowest-energy hexamer geometries, starting from the Bates & Tschumper struc-

tures,55 and using either a PE scheme with PBE/SCME or an EE scheme with PBE/TIP4P.

Comparing the EE and the PE method reveals a highly pronounced decrease in both the

average RMSD and the variance of the distribution when using the PE scheme, which also

eliminates almost all total structure-differences above 0.2 Å.

3.2 Liquid Water
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Figure 6: Radial distribution functions (RDFs) of liquid water for the O-O (top), O-H
(middle), and H-H (bottom) correlations. The RDFs produced from coupled potentials are
sampled from correlations between a single QM molecule to the rest of the 511 MM molecules.
The single-model RDFs have been sampled using all possible pairwise correlations. For the
PE-QMMM simulations, the total simulation times sampled were 159 ps and 132 ps for
the PBE/SCME and the BLYP/SCME production runs, respectively. For PBE/TIP4P we
sampled the RDFs over a total of 418 ps, while the pure PBE RDFs were sampled for 58 ps.
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Figure 6 compares the pairwise radial distribution functions (RDFs) from simulating

liquid water using single-model PBE (black), SCME (blue) to PE-coupled potentials with

a single molecule being described using either PBE (purple) or BLYP (green), and the rest

with SCME. RDFs from EE-coupled PBE/TIP4P (red) are also shown.

It is well known that classical dynamics and Monte Carlo simulations based DFT with

GGA functionals produce RDFs for liquid water that are over-structured as compared with

experimental measurements (see e.g.61 and references therein). This is to some extent be-

cause quantum delocalization of the atomic nuclei is not taken into account,63 but to a larger

extent it is the result of too large polarizability of the H2O molecules due to self-interaction

error. We compare here the RDFs obtained classical trajectories using SCME, PBE or

QM/MM descriptions with either PBE or BLYP functionals for describing the QM region

and either SCME or TIP4P description of the MM molecules. The O-O RDF is indeed over-

structured in the PBE and PBE/TIP4P simulations. The largest O-O RDF discrepancies

between coupled and single-model results are found at the first minimum of the curve, where

the difference between the pure PBE and pure SCME results is also largest. However, also

in the liquid phase, the coupled structure is within the two extremes of the single model

results. The largest outlier is the PBE/TIP4P RDF produced using our implementation of

the more ubiquitous EE scheme.59 Since the peak of the PBE/TIP4P RDF is higher than

both single-models, some coupling-introduced artifacts seem unavoidable in electrostatic em-

bedding. These artifacts are eliminated by the PE model as is evident from the PBE/SCME

and BLYP/SCME results.

The O-H RDF is also of importance since the first peak is directly connected to the

properties of the H-bond between the donor H-atom and the acceptor O-atom. Mirroring the

situation of the O-O correlations, the overstructuring artifact from electrostatic embedding

is eliminated by the PE using SCME.

For the intermolecular H-H correlations, the PBE/SCME structure seems to follow the

pure SCME structure closer than the pure-PBE, but still within the two single-model limits.
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Figure 7: Top three graphs: Probability distributions of the most important angles and
dihedrals that define the structure of liquid water. Top left: β = ∠(HD,OD,OA). Top
right: donor angle α = ∠(OD,HD,OA). Upper middle: acceptor angle θ = ∠(HD,OA,HA).
Lower middle: tetrahedrality angle ΘT = ∠([OA,HD], [HD′ ,O′

A]). Bottom: Histograms of the
average number of hydrogen bonds per water molecule, sampled via a geometric definition.64
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Going beyond distance-distributions, figure 7 shows the results of sampling the angles

often used in the analysis of liquid water structure.64–66 The sampling is carried for the first

solvation shell as defined by the location of the first minimum of the O-O RDF in figure

6 and the geometric H-bond criterion of Wernet et al.64 is used for counting the hydrogen

bonds. Many definitions exist in literature, but for this analysis, the important thing is not

so much which convention is used, as long as its the same throughout. For the β-angle,

the PBE/SCME results end up being closer to the pure SCME result, than the pure PBE

result, indicating that a single PBE molecule embedded in SCME ends up assuming the

(angular) structure of the SCME potential energy function. This pattern repeats itself for

the PBE/SCME α-angle, but interestingly not for the PBE/TIP4P, which is closer to the

pure PBE result.

For the acceptor angle, θ, the distribution from the PE-model is again similar to the

pure SCME result, while the peak of the EE-coupled results is significantly higher, and

closer to the rest of the results than to TIP4P. For point-charge based force fields, the

geometry of the hydrogen-bonded pair dictates that rotating the accepting molecule has

some effect on the position of the hydrogen-charges in relation to the donating molecule,

but the distances between the oxygen-attributed charge on the hydrogen-accepting molecule

and the charges on the donating molecule are only altered very slightly, which could explain

the less structured TIP4P distribution. In EE-coupled geometries with a PBE-modeled H-

acceptor molecule, the whole electronic density of the hydrogen-accepting molecule has to

be taken into consideration, which would re-introduce the structuring in this configuration,

but not necessarily in the reverse configuration, thus possibly causing coupling-introduced

artifacts. The PE-results do not show this discrepancy.

Following DiStasio et al.,66 we have sampled the distribution of three-body oxygen-

oxygen-oxygen angles, Γ(Θt), which gives insight into the tetrahedrality of the water struc-

ture, going beyond pairwise correlations. For each frame of the simulations, the angle was

sampled if two oxygen atoms were within the distance corresponding to an O-O coordina-
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tion number of 4. For this three-body interaction, the PBE/SCME peak is slightly higher

than both single-scale models, but all three curves show more similarity than there is found

between TIP4P, PBE/TIP4P and PBE. For PBE/TIP4P, moving the oxygen-related point

charges radially around the QM H-atoms forming the hydrogen bonds to change the tetra-

hedrality angle does not greatly affect the distances between the point charges and the grid

points close to the QM H-atoms. These distances determine the strength of the EE external

potential and it is thus not sensitive to this angle. This most likely cancels out some of the

other overbound features of the EE water structure.

The number of H-bonds per molecule is shown in the bottom graph of figure 7. Comparing

SCME to PBE/SCME, the main change is a ∼6% increase in the number of molecules

with 3 hydrogen bonds, whereas the for EE the amount of triple-bonded water molecules

is reduced by almost 9%. The PBE/TIP4P shows even larger differences from the pure

TIP4P sampling: a ∼15% increase in tetrahedrally bonded molecules. The percentage of

PE-coupled tetrahedrally coordinated water molecules is within the two extremes spanned

by the single-scale models, whereas PBE/TIP4P is not. Both coupled models fall slightly

outside their respective single-model limits in the 3 hydrogen bond case.

During the dynamics simulations, we sampled the induced SCME- di- and quadrupoles at

each timestep to profile the magnitude of the induced moments in the liquid phase. Figure 8

shows these profiles by radially averaging the pole norms outward from the central molecule

in the simulations. The first peak rises abruptly when the O-O distance gets larger than the

minimum sampled O-O distance in the liquid (at the grow-in of the O-O RDF in figure 6), as

the closest water molecules will experience the most polarization. The effect of the higher-

than-bulk-density of the second solvation shell is also observed, with a less pronounced peak

growing in after approximately 3.2 Å. Both di- and quadrupole profiles of the SCME and

PBE/SCME runs are similar with the main difference being a roughly 7% higher peak in

the pure SCME quadrupole profile. These short distance averages have the least sampling

statistics, since molecules rarely come this close. The first bin is based on an average of
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Figure 8: Average norms of the di- and quadrupole moments (top and bottom graphs re-
spectively), sampled radially outward from the central water molecule in the simulations.
The radial bins are 0.1 Å wide. The O-O RDF of PBE/SCME is overlaid on both plots, to
indicate the probability of encountering an SCME-water molecule at the various distances,
compared to the bulk liquid density.

only 15 samples and are thus much more prone to statistical noise, compared to the bulk-

sampling counts which are in the tens of thousands in total. All in all, the conclusion is

that the SCME-modeled liquid environment responds similarly to induction from the QM

electronic density as the induction from other SCME multipoles.

The three-dimensional arrangement of the neighbours of a molecule in the liquid is ro-

tationally averaged out in the calculation of the RDF, g(r), and the angle-distributions do

not provide simultaneous information about the distance to the neighbours. However, both

quantities can be effectively captured by the average oxygen and hydrogen pairwise spatial

distribution functions (SDFs),67,68 GOX(r) between oxygen (O) and hydrogen or other oxy-

gens (X). The relationship between GOX(r) and gOX(r) is such that gOX(r) can be obtained

by radially integrating the SDF:

gOX(r) =
1

4πr2

∫
GOX(r′)δ(|r′| − r)dr′. (2)
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Therefore, the integral, when multiplied with the bulk density ρ0 must sum up to the number

of water molecules in the simulation N , minus the central molecule from which the sampling

takes place:

ρ0

∫
GOX(r)dr = N − 1, (3)

and can thus be numerically binned from aligned (BO)MD trajectories, and normalized using

the above. This will make the isovalues represent the ratio with which the density is larger

than in the bulk liquid. Since SDFs due to their lack of rotational averaging require a lot

more data to reduce sampling noise, we have employed the same hydrogen-bond criterion64

as used for counting the hydrogen bonds in figure 7, before sampling, to reduce the noise

and allow production of SDFs from the shorter QM/MM simulations. The SDFs where

sampled in cubic bins of 0.3 Å sides, and later interpolated to 0.1 Å using a cubic spline.

The first two rows of figure 9 show the (hydrogen bond-filtered) SDFs GOO(r) = 4 (red)

and GOH(r) = 2 (white) for (PBE/)TIP4P and for (PBE/)SCME. The row below shows the

difference in densities GQMMM
OO (r)−GMM

OO (r). In both cases, the only systematic differences in

the densities are increases. In the graph, the difference densities have been renormalized to

1 so isovalues corresponding to the same percentage of each total increase can be compared

visually. The graph shows the isovalue corresponding to a 15% increase in density going

from the MM density to the QM/MM density. Both coupling-models show increase in the

coupled densities for the hydrogen-accepting O-atoms at the hydrogen-ends of the central

molecule, although the polarizable coupling density difference 15% isovalue is more localized.

However, most noticeable is the additional density increases in the electrostatic coupling

using the TIP4P force field, where we observe new difference-volumes correlated with the

locations of the hydrogen-accepting lone-pairs on the central molecule that are not present in

the PE. This finding is consistent with the shortcoming of the coupling model that is based

on static point charges in describing the lone pairs on the acceptor molecule, as illustrated
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via the ω-angle dimer potential energy curve in the bottom row of figure 9. In the case of

the dimer, the EE coupling fails entirely to reproduce the rotation-barrier as the acceptor

molecule is modeled with TIP4P. The results in figure 9 show how this is carried over into

the structure of liquid water and how it is amended by our PE coupling scheme.

Conclusions

A thorough benchmark of the accuracy of our newly formulated PE scheme is presented,

on its energies, atomic forces, and on the way the electrostatic potential from the QM

subsystem and its gradients induce polarization in the SCME force field. For the quantitative

energetic benchmark on tri- to decamer water clusters, we see that the QM/MM scheme is

accurate in that the QM/MM binding energy systematically converges to the respective

single-scale limits, QM or MM, as should be the case for a well-behaved interface. Analysing

the polarization of the di- and quadrupoles from in the QM/MM systems reveals that the

two GGA functionals produce very similar polarization characters of the MM subsystem, and

thus, the differences between the ∆∆E-distributions of the two functionals must be mostly

due to the different semi-local approximations. This is further supported by the finding of

no direct, linear correlation between ∆∆E and ∆∆µ, while the largest ∆∆E- and ∆∆µ

values are mostly found for the smallest QM-MM distances.

The tests of the hexamer structures show that the PE scheme greatly reduces both the

average RMSD and the width of its distribution of QM/MM optimised structures as com-

pared to the EE scheme. Similarly, tests of the structure of liquid water show that the

overstructuring of the RDFs obtained with EE is eliminated by the PE scheme. For the an-

gular distributions, the PE scheme produces QM/MM angles that follow the SCME angular

structure more closely than PBE, and shows a small increase in the tetrahedrality angle,

outside of the two single-model limits, which, perhaps is not seen in EE due to fortuitous

error cancellation from the simple point-charge model for the lone pairs on the two TIP4P
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acceptor molecules that form the angle with the H-donating QM water molecule. However,

the EE model produces too many tetrahedrally coordinated water molecules overall, whereas

the PE model does not. Lastly, analysing angles and distances simultaneously, by looking

at the 3D spatial distribution functions, we observe how this improved model for the water

lone pairs eliminates structural artifacts in the coupled water 3D structure.

All in all, we have shown that our PE coupling method using the SCME potential energy

function increases the coupling accuracy and greatly reduces artifacts, thereby opening new

doors for application and further development. One example is in semi-adaptive QM/MM

schemes suhc as FIRES,35 which is very efficient in that it does not require more QM cal-

culations per step as do many other schemes, but is unfortunately hindered by structural

issues for coupled potentials.69 Perhaps with PE, the artifacts have been reduced enough

to revitalise interest into FIRES and similar methods. Work in this direction is ongoing.

Another example involves the new, more advanced handle on the (changes in the) electronic

density as modelled by the SCME multipoles. This paves the way for dynamically updating

non-electrostatic coupling potentials, describing exchange-repulsion in a more general and

flexible manner, while still avoiding the need for e.g. explicit density-fitting or other expen-

sive methods.
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Figure 9: Top two rows: Spatial distribution functions of water molecules at isovalues of 4
and 2 times the average bulk density, for O (red) and H (white), respectively, sampled from
aligned frames that are filtered using the previously employed hydrogen-bonding criterion,64

to reduce sampling noise of the shorter QM/MM trajectories. Third row from top: Difference
densities created by subtracting each pure MM O-density from its coupled counterpart, and
renormalizing to show the isosurface corresponding to a 15% increase. Bottom: Dimer
potential energy curve scanning the hydrogen-accepting lone-pairs, showing the qualitative
breakdown in point-charge-coupled models that cause the differences in the EE-coupled liquid
structure.
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