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Abstract

Adsorption of proteins onto liquid interfaces, such as the air-water interface, often leads to

changes in the protein conformation. This can lead to changes in protein assembly behaviour,

with aggregation and fibrillation often enhanced. To understand the relationship between protein

conformation and aggregation, knowledge of protein structure at interfaces, on the single molecular

level, is necessary. Using molecular dynamics simulations the effect of the air-water interface on

conformation of the insulin B-chain is investigated. At the air-water interface the protein adopts

an α-helical conformation, whereas in bulk solution it adopts disordered structures. The α-helical

conformation is templated by the partitioning of hydrophobic side chains into the air, leading to

the formation of an amphipathic helix. This structure presents a hydrophobic face which may lead

to further aggregation, which helps explain the enhancement of insulin fibrillation at interfaces.

This knowledge of the molecular conformation gives new insight into the contribution of protein

structural change on the interfacial aggregation of proteins.
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I. INTRODUCTION

Hydrophobic-hydrophilic interfaces, such as the air-water interface (AWI), provide useful

environments for the investigation and exploitation of protein aggregation and assembly1.

Due to their intrinsic amphiphilicity proteins naturally adsorb onto such interfaces, often

accompanied by conformational changes2,3. This has been exploited in a number of contexts,

such as the use of interfacial protein layers in food emulsions4 or in the preparation of ordered

protein arrays5. Adsorption of proteins onto interfaces also plays a role in some biological

processes6,7. Notably this includes the growth of biofilms on the air-water interface8 and

modulating surface tension in pulmonary surfactant9.

It has long been observed that protein aggregation is enhanced at interfaces. This has

been extensively studied in context of protein fibrillation10–13. Other supramolecular struc-

tures, such as interfacial gels and networks, have also been observed for proteins14,15. The

enhancement of protein aggregation at interfaces has been rationalised as arising due to

two complementary effects16,17. The first is that the increased concentration of proteins at

interfaces, due to their natural amphiphilicity, will lead to an increase in the aggregation

rate compared to bulk solution. The second is that adsorption at interfaces causes pro-

teins to adopt conformations favourable for aggregation. Knowledge of the conformation of

individual protein molecules at interfaces is necessary to disentangle these two contributions.

There has been particular interest in the interfacial aggregation and fibrillation of

insulin18,19. Due to its role in diabetes, insulin was the first biopharmaceutrical and there

has been considerable interest in understanding its aggregation behaviour, as this influences

its processing, storage and release20. In its active form insulin is monomeric but it is often

found in higher order oligomers in solution21. Because of its small size (51-residues) it has

been commonly used as a model protein for the investigation of protein aggregation and

fibrillation. Formation of insulin fibrils is also the cause of injection amyloidosis22. Insulin

consists of two chains, a 21-residue A-chain and 30-residue B-chain, held together by a pair

of disulfide bonds, and there has been some investigation of the individual insulin A and

B-chains. The B-chain forms the interior of insulin dimers and a significant number of close

contacts are found between B-chains on different molecules in the insulin crystal structure23,

suggesting that this plays a key role in insulin aggregation.

While in native insulin the two disulfide bonds joining the A- and B-chains restricts
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their conformational freedom, NMR studies of the isolated B-chain shows that this can

adopt structures similar to the crystal structure, as well as adopting molten globule like

states24,25. Both the isolated A- and B-chains have been shown to aggregate and form

fibrils independently of each other, although the structures of these assemblies can differ

from those of the full protein26–28. Molecular dynamics (MD) simulations similarly show

a greater degree of conformational freedom for the isolated B-chain29,30, including molten

globule states stabilised by electrostatic and hydrophobic interactions.

Investigation of protein conformational change at interfaces requires knowledge of the

microscopic protein structure. Methods, such as NMR, which can be applied to protein

structure in solution are typically unsuitable due to the weak signal from molecules at the

interface. Surface sensitive techniques, such as sum frequency generation31 (SFG), refractive

index matched emulsion circular dichroism32, and synchrotron radiation circular dichroism33

spectroscopy can be used. SFG34 and FTIR18 measurements of human insulin at the air-

water interface also suggest that the B-chain is α-helical, similar to the crystal structure.

This structure, which contains two hydrophobic patches, is considered to be more prone to

aggregation than larger oligomers.

Due to its ability to access the microscopic level MD simulation has been used to investi-

gate protein conformational change at liquid interfaces. In some cases it is possible to study

this using standard molecular dynamics simulations. In particular for small peptides, such

as the LK-peptides35,36 or small amyloidogenic fragments37, microsecond length MD simu-

lations can examine conformational changes at liquid interfaces. MD simulation has also

been used to investigate the aggregation of small peptides at interfaces38,39, showing in some

cases changes in conformation associated with aggregation. For larger proteins, while large

scale changes in conformation are outside the reach of standard MD simulations, smaller

structural changes or those associated with protein function at interfaces may be studied.

In particular lid opening transitions in lipases40,41 or the hinge opening of the biosurfactant

Rsn-242 have been investigated using simulation.

To investigate more complex conformational change at interfaces enhanced sampling tech-

niques can be used. Replica exchange molecular dynamics43 (REMD), both in its original

form and variations thereof, have been applied to a number of proteins at interfaces, in-

cluding the hydrophobin EAS44, peptides derived from myoglobin45, and globular proteins,

such as lysozyme46,47. These have given microscopic insight into how the conformations of

3



proteins at interfaces affect their behaviour, such as the role of the EAS19−45 loop in the

oligomerization of EAS and the differing emulsification behaviour of myloglobin peptides.

Biased simulation methods, such as metadynamics48, are also commonly used to enhance

conformational sampling and to calculate free energy landscapes. Metadynamics and its

variations have been particularly useful for investigating intrinsically disordered proteins,

such as amyloid beta49 and IAPP50. While they have been extensively used for the investi-

gation of protein structure in bulk solution30,51 and at surfaces52, the use of metadynamics

to investigate protein conformation at liquid interfaces has been limited. In a recent study

bias-exchange metadynamics was used to investigate changes in conformational preference

for some small proteins, including Trp-cage and polyalanine, at the air-water interface53,

demonstrating the utility of advanced simulation methods to investigate protein conforma-

tion at interfaces. Metadynamics simulations have also been used to predict VSFG spectra

for a number of small peptides at the air-water interface54.

In this paper I apply replica exchange simulations and metadynamics to study the effect

of the AWI on the conformational preferences of the insulin B-chain. As outlined above

insulin is a commonly studied protein for aggregation and fibrillation, so provides an ideal

model system for investigating the molecular basis of the enhancement of aggregation at

interfaces. Specifically I investigate the conformation of individual protein molecules, which

of course limits the ability of these simulations to investigate the effect of higher protein

concentration at the interface. However, this allows for the study of the initial stages of

interfacial aggregation and to investigate interfacial conformational change independent of

the increased protein concentration at interfaces. It is shown that the interface causes the

formation of ordered protein structure, compared to the disordered conformations found in

solution. The driving forces that induce the formation of order at the air-water interface are

also investigated.

II. SIMULATION DETAILS

A. Simulated system

For both air-water interface and bulk solution the simulated system contains a single

insulin B-chain (Figure 1). The initial structure for the B-chain is taken from the solution
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NMR structure of human insulin55 (1HLS). This contains a central α-helical region, encom-

passing residues S9-C19, with two flexible tails. The experimental structure contains a H16Y

mutation, which was reversed using the psfgen molecule of VMD56. Protonation states for

the termini and ionisable residues were set appropriate for pH 7 (N-terminus, LYS, and

ARG residues positively charged, C-terminus,GLU, and ASP residues negatively charged

and HIS residues neutral). Using standard Gromacs utilities this was solvated in a water

box of 57.5 Å3 containing 5640 water molecules for the bulk simulations and a water slab

of 60 Å×60 Å×180 Å (containing 6942 water molecules), with water occupying the central

third of the simulation box, for the AWI. The AWI simulations used a larger area to allow

for protein expansion along the air-water interface. For both AWI and bulk simulations the

box sizes are at least 20 Å larger than the protein size in each direction. This is significantly

larger than the van der Waals cut-off suggesting minimal interaction between periodic im-

ages and that the differences between the system sizes for the AWI and bulk simulations

are unlikely to be due to the different box sizes used. As the protein is overall neutral no

counter-ions are added to the simulated system.

FIG. 1. Structure (top) and sequence (bottom) of insulin B-chain. Structure taken from solution

NMR structure of insulin (1HLS55).

Both systems were initially energy minimised using the steepest descent algorithm fol-

lowed by short (20 ps) NVT simulations (at 300 K), first with the positions of the heavy
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atoms in the protein restrained to their initial positions by harmonic potentials (with force

constant 2.4 kcal mol−1 Å−2), then without the position restraints. A short (20 ps) NpT-

simulation was then performed for the bulk solution. For both the air-water interface and

bulk solution 200 ns simulations were then performed, which for the AWI simulations was

sufficient for the protein to diffuse to the interface. Simulations at higher temperatures (400

K and 440 K) were then used to prepare starting conformations for the replica exchange

simulations.

The system was modelled using the Charmm36m force field57 with TIP3P water58. All

simulations were run using the Gromacs MD package59,60 (version 4.6.7). The PLUMED61,62

plugin was used for the replica exchange and metadynamics simulations (see below). Temper-

ature was controlled using the velocity-rescaling algorithm of Bussi et al63 with a relaxation

time of 0.1 ps. For the bulk solution the pressure was controlled using the Parrinello-Rahman

barostat64 with a relaxation time of 2 ps. A cutoff of 10 Å was used for the van der Waals and

short-range electrostatic interactions. Long-range electrostatic interactions were evaluated

using a Particle Mesh Ewald65 sum with a Fourier spacing of 0.16 nm. Reciprocal space grids

of 36×36×36 (bulk solution) and 40×40×160 (AWI) were used. The equations of motion

were integrated using a timestep of 2 fs, with the LINCS algorithm use to constrain bond

lengths66.

B. Simulation Methods

The simulations were performed in three stages. The first stage aimed to sample a diverse

ensemble of protein structures. To accomplish this replica exchange with solute tempering67

(REST) simulations were used. This is a variant of REMD where only part of the system,

in this case the protein, is simulated at different temperatures in the different replicas, with

the remainder simulated at the same temperature. Changing the temperature for only a

small part of the system allows for the use of fewer replicas to span a given temperature

range67. Selectively changing the temperature is achieved by scaling the protein-protein and

protein-solvent interactions by a factor βi that depends on the temperature. Specifically the

potential energy of the ith replica is given by68

E = βiEpp +
√
βiEps + Ess (1)
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where βi = T0/Ti, and Epp, Eps, and Ess are the protein-protein, protein-solvent, and solvent-

solvent interaction energies respectively. The minimum and maximum temperatures were

300 K and 440 K. Eight and twelve replicas were used for bulk solution and the air-water in-

terface respectively, with the scaling factors and effective temperatures for each replica given

in Table I. Exchanges between neighbouring replicas were attempted every 500 timesteps

(1 ps). The REST simulations were run for 200 ns per replica. Acceptance rates for the

different replicas are given in Table IV.

Scaling factors

AWI

1.0 (300 K), 0.966 (310.6 K), 0.933 (321.6 K), 0.901 (333 K)

0.870 (344.8 K), 0.840 (357 K), 0.811 (369.7 K), 0.784 (382.8 K)

0.757 (396.4 K), 0.731 (410.4 K), 0.706 (424.9 K), 0.682 (440 K)

Bulk solution
1.0 (300 K), 0.947 (316.9 K), 0.896 (334.7 K), 0.849 (353.5 K)

0.803 (373.4 K), 0.761 (394.3 K), 0.720 (416.6 K), 0.682 (440 K)

TABLE I. Scaling factors and temperatures (in parenthesis) for REST simulations at air-water

interface and bulk solution

Following the REST simulations well-tempered metadynamics69 simulations were then

used to determine the free energy surface. To accelerate its convergence this was combined

with REST simulations, with the metadynamics bias allowed to evolve separately within

each replica70,71. The WT-metadynamics bias potential is given by

Vbias ({CV } , t) =
∑
t′<t

ω̇τ exp [−Vbias ({CV } , t′) /kB∆T ] exp

[
−
∑
i

(CVi(t)− CVi(t′))2

2σi

]
(2)

where {CV } are the set of collective variables (CV) used to bias the protein structure,

σi are the Gaussian widths for each CV, ω̇ = 0.956 kcal mol−1 ps−1 is the initial hill

height deposition rate, τ = 1 ps is the time between hill depositions, and ∆T is the virtual

temperature difference. ∆T is found from the bias factor γ = (T + ∆T )/T = 20. The

collective variables used in the metadynamics simulations were found from analysis of the

REST simulations. These were chosen to be the number of α-helical hydrogen bonds and
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dihedral offset function52 given by

Nα−HB =

NHB∑
i=1

1− (ri/r0)
n

1− (ri/r0)
m (3a)

DH =
1

2

N−1∑
i=1

(1 + cos (φi − φref ) + (1 + cos(ψi − ψref )) . (3b)

These measure, respectively, how close the protein is to an ideal α-helix and β-strand. In

Equation 3a r0=4.5 Å, n=8, m=12, and the sum runs over all potential α-helical hydrogen

bonds, i.e. between backbone carbonyl groups and amine groups separated by 4 residues.

Note there is no requirement for these hydrogen bonds to be on consecutive residues, but

most commonly a single helix is found containing all residues that participate in α-helix

formation. The weight function goes to 1 as r → 0 and 0 at large r. In Equation 3b the sum

runs over the φ and ψ angles of the protein residues and the reference angles are φref = −2.36

rad and ψref = 2.36 rad, corresponding to an ideal β-strand with alternating residues on

opposite sides of the protein backbone. For the 30 residue insulin B-chain Nα−HB and DH lie

in ranges 0 to 26 and 0 to 58 respectively. The Gaussian widths for these collective variables

are set to σα−HB = 0.4 and σDH = 0.1. The metadynamics simulations were run for 200 ns

for bulk solution and 400 ns for the air-water interfaces. Convergence was monitored through

the RMSD between the free energy surface calculated in spacings of 20 ns (Figure 9). By

the end of the MTDrest simulations this was found to be below 0.01 kcal mol−1.

Once a converged bias potential was found the metadynamcs simulations were then run

for a further 100 ns with the bias potential held constant in order to calculate final average

quantities. The effect of the bias potential was removed from the constant bias simulations

using72

〈X〉 =

∑
iXi exp [−βF ({CVi})]∑
i exp [−βF ({CVi})]

(4)

where Xi is the value at ith data set, F = −Vbias is the free energy, {CVi} are the collective

variables used to describe the protein conformation, and β = 1/kBT . Uncertainties in these

quantities were estimated using the standard deviation σX =
√
〈X2〉 − 〈X〉2.

C. Analysis

Analysis of the simulations were performed using standard Gromacs utilities, in-house

scripts using the MDAnalysis package73, and VMD56. Secondary structure analysis was
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performed using the STRIDE algorithm74. Protein size was characterised through the radius

of gyration

R2
g =

1

N

N∑
i=1

(ri − rcom)2 (5)

where ri is the position of the ith atom and rcom is the protein centre of mass and the sum

runs over atoms in the protein and the eigenvalues of the gyration tensor

G2
ij =

1

N

N∑
i=1

(ri − rcomi )(rj − rcomj ). (6)

Formation of compact structures can also be investigated through the number of contacts

between Cγ atoms calculated using

NCγ =
∑
i

∑
j>i

fswitch(rij) (7)

where the double sum runs over Cγ atoms on different residues and the switching function

is given by

fswitch(r) =
1− (r/r0)

n

1− (r/r0)
m (8)

where m = 12, n = 8 and r0 = 4.5 Å. The same switching function with r0 = 4.5 Å was used

for calculation of the number of salt-bridges, where the contacts were taken between Cζ and

Nζ atoms in ARG and LYS and Cγ and Cδ atoms in ASP and GLU residues. Hydrogen

bonds were identified using the hydrogen bond analysis module of MDAnalysis, using a

donor-acceptor cut off distance of 3 Å and an angular cut-off of 120◦.

The conformation of the protein at the AWI is additionally examined through the residue-

interface separation and residue side chain orientation. The location of the the AWI (zinter)

was determined using the Gibbs dividing surface following Vink et al75, with the residue-

interface separation given by z̄ = zinter− zres, where zres is the centre-of-mass of the residue

side chain. Positive and negative values of z̄ correspond to the residue being on the water and

air side of the dividing surface respectively. The side chain orientation (θ) for each residue

was determine using the angle between the z-axis (taken to be normal to the AWI) and the

vector joining the Cα atom to the terminal heavy atom in the side chain (not calculated for

glycine or proline residues).
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III. RESULTS

A. Conformations from Unbiased Simulations

Shown in Figure 2(a) are the secondary structure distributions for insulin B-chain at the

air-water interface and in bulk solution found from the REST simulations. At the interface

the secondary structure at the air-water interface is similar to the initial structure55. It has an

α-helical core (L11-C19), while outside this it is typically either random coil or turn. In bulk

solution the secondary structure shows more variation. While structures similar to the initial

conformation are found conformations lacking significant α-helix content are more common,

with β-strands being present in these states. In bulk solution only 38.6% of conformations

have at least eight α-helical residues, compared to 92.4 % for the AWI simulations. This

demonstrates, that even in the absence of metadynamics bias, the differences in conformation

at the air-water interface and in bulk solution.

The difference in conformation preferences are also apparent in the Ramachandran plots

(Figure 2(b)). This has a single peak in the α-helix region at the air-water interface, while

in bulk solution it has peaks in both the α-helix and β-strand regions. To examine this at

a single residue level the populations of each quadrant of the Ramachandran plot76 (lower

left −180◦ < φ ≤ 0, −180◦ < ψ ≤ 0; upper left −180◦ < φ ≤ 0, 0 < ψ ≤ 180◦; lower

right 0 < φ ≤ 180◦, −180◦ < ψ ≤ 0; upper right 0 < φ ≤ 180◦, 0 < ψ ≤ 180◦) are

shown in Figure 2(c). Consistent with the secondary structure distribution (Figure 2(a)) the

probability of finding residues in the lower left quadrant, which includes the α-helix region,

is significantly higher at the air-water interface than in bulk solution. This is clearest for the

central region of the protein with the proportion in the top left quadrant (containing β-strand

regions) is higher outside of this. The population in the right hand side of the Ramachandran

plot is higher in bulk solution. As this falls outside the regions of the Ramachandran plot that

are characteristic of ordered structures, with neither protein exhibiting significant population

in the αL region (Figure 2(b)), this suggests a higher degree of disordered structures in bulk

solution.

The differences between the secondary structures in the different environments suggest

that CV that describe the proportion of α-helix and β-strand (Nα−HB and DH, Equation 3)

would be suitable for describing the protein structure. The distributions of these two collec-
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FIG. 2. Comparison between insulin B-chain secondary structure at air-water interface and in bulk

solution. (a) Secondary structure distribution (AWI top, bulk solution bottom). (b) Ramachandran

plots (AWI left, bulk solution right). (c) Population of each quadrant of the Ramachandran plots

for each residue omitting first and last residues in chain) (AWI top, bulk solution bottom). Red,

green, blue, and white denote lower left, upper left, lower right, upper right respectively. (d)

Distribution of Nα−HB and DH from REST simulations at AWI (black) and in bulk solution

(red).
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tive variables (Figure 2(d)) for the air-water interface and in bulk solution are significantly

different, justifying their use as the CVs to be used in the metadynamics simulations.

B. Free energy surfaces

The free energy surfaces for insulin B-chain, both at the air-water interface and in bulk

solution (determined from the MTD-REST simulations), are shown in Figure 3(a). The

differences in the conformational behaviour in these environments can be clearly seen. At

the air-water interface there are a number of low energy regions in the free energy surface

while in bulk solution the low energy states are all found at low values of Nα−HB. This

supports the observation of the shift in the conformation towards more α-helical structures

at the air-water interface seen in the REST simulations.

FIG. 3. (a) 2D free energy surfaces for insulin B-chain at air-water interface (top) and in bulk

solution (bottom). (b) 1D free energy profiles. Black and red curves denote air-water interface and

bulk solution respectively.

One-dimensional free energy profiles (Figure 3(b)) also shows these changes in the con-

formational preferences. These show the shift towards higher Nα−HB and lower DH at the

air-water interface. In particular, while in bulk solution there is only a single minimum in

F (Nα−HB) at Nα−HB ∼ 1, at the air-water interface a second minimum is found at higher

numbers of α-helical hydrogen bonds. The minimum at low Nα−HB corresponds to states

similar to those found in bulk solution while the minimum at higher Nα−HB corresponds
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to a more ordered, α-helical state. The structures corresponding to these states and the

driving forces for their formation will be discussed in the following sections. For DH the

free energy profiles both at the air-water interface and in bulk solution are relatively broad.

The low energy region of F (DH) extends to lower values of DH at the air-water interface,

suggesting a lower preference for β-strands compared to bulk solution.

C. Differences between interfacial and solution conformations

Qualitative differences between the air-water and solution conformations can be seen in

simulation snapshots (Figure 4). At the air-water interface the protein tends to form more

extended conformations, typically with an ordered core and disordered regions at the termini.

As in the REST simulations this is typically an α-helix (e.g. the Nα−HB ∼4.5 and Nα−HB

∼6.8), which correspond to states in the higher minimum in F (Nα−HB) (Figure 3(b)). These

structures are similar to the crystallographic structure of the insulin B-chain23. Figure 4 also

shows representative structures at the air-water interface with low Nα−HB, corresponding to

states in the lower minimum in F (Nα−HB). These are similar to those conformations in bulk

solution, where the protein is typically found in more compact and less ordered structures30.

Despite these significant differences in structure, the size of the protein is similar in both

environments, with the radius of gyration and gyration tensor eigenvalues being similar

(Table II). The differences in structure have more effect of quantities that describe the in-

traprotein interactions. The more compact structure in bulk solution is shown by the higher

number of Cγ contacts. This is consistent with previous simulation studies of insulin B-chain

in solution which found molten globule-like behaviour with conformations stabilized by hy-

drophobic interactions30. At the air-water interface the number of intra-protein hydrogen

bonds (both overall and between the protein backbone) are higher than in bulk solution,

due in part to the lower number of water molecules around the protein at the interface.

Examination of the secondary structure propensity (Figure 5(a)) of each residue shows

the formation of a large α-helical region (L11-C19) in the centre of the protein at the air-

water interface. This structure is consistent with SFG studies of human insulin at the

air-water interface34. The remainder of protein is largely random coil, although it has some

tendency to form turns and a small region (L6-S9) that can also form a short 3/10-helix

segment. In bulk solution there are a number of short β-strand regions. The structure
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FIG. 4. Simulation snapshots showing low free energy structures for insulin B-chain at air-water

interface (left) and in bulk solution (right). For air-water interface structures hydrophobic side

chains are highlighted.

of insulin B-chain in solution is different from experimental structures determined using

solution NMR25,77. These, however, were found in water/trifluoroethanol solutions and at

low-pH to avoid protein aggregation, which is different to the conditions in this work (pure

water, pH=7). Previous simulations under the same conditions as this work gave similar

structures30. Simulations using the same models at low-pH reproduce the experimental

structures29, giving confidence that the present simulations provide an adequate description

of the protein structure in bulk solution.

The Cα contact map (Figure 5(b)) shows that for the air-water interface only residues

close (in sequence) to each other are contact. Typically residues only form contacts within

2-3 positions of each other, with slightly more distant contacts being found in the α-helical

region. More distant contacts are found for the protein in bulk solution, with two sets of

residues forming longer ranged contacts. These correspond to the formation of β-sheets from

14



AWI Solution

Rg / Å 10.5±0.9 10.5±0.8

Gmax / Å 9±1 8.6±0.8

Gmid / Å 4.9±0.8 4.9±0.5

Gmin/ Å 3.5±0.2 3.0±0.3

NCγ 29±4 33±3

Nsb 0.8±0.4 0.8±0.3

Nhbond 19±4 13±2

N backbone
hbond 14±4 9±1

Nwater−hbond 87±10 98±9

N backbone
water−hbond 41±7 48±5

TABLE II. Radius of gyration, gyration tensor eigenvalues, number of Cγ contacts, and number of

salt bridges and number of hydrogen bonds for insulin B-chain at air-water interface and in bulk

solution.

the strands (Figure 4). The second and third β-strands contain the L11-L17 amyloidogenic

fragment78.

For both the air-water interface and bulk solution these contacts are driven by hydrogen

bonds. Shown in Figure 5(c) are the hydrogen bonding patterns at the air-water interface and

in bulk solution, defined using pairs of residues that have hydrogen bonds with a probability

of over 50 %. At the air-water interface most of the common hydrogen bonds are formed in

the α-helical region (L11-C19). This analysis also shows that E13 plays an important role in

determining the protein structure: As well as having a hydrogen bond between its backbone

carbonyl oxygen and the amine group in L17, it hydrogen bonds with S9 stabilising the

intermittent turn and the Oε atoms in its side chain hydrogen bond with the R22 sidechain.

The turn at the N-terminus is additionally stabilised by the L6-S9 hydrogen bond. In bulk

solution hydrogen bonds are formed between residues in the first two and second two β-

strands consistent with the formation of β-sheets. Similar intramolecular interations are

responsible for stabilising structures with low α-helix content at the air-water interface.

Differences in the protein structure are also reflected in the average number of intraprotein

hydrogen bonds for each residue (Figure 5(d)). This is typically higher at the air-water
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FIG. 5. Comparison between insulin B-chain structure at air-water interface and bulk solution. (a)

Secondary structure propensities for air-water interface (top) and bulk solution (bottom). (b) Cα

contact map for insulin B-chain. Air-water interface (left) and bulk solution (right). (c) Hydrogen

bonding pattern for air-water interface (top) and bulk solution (bottom). Residues colour-coded by

most common secondary structure (as in part (a)). (d) Average number of intraprotein hydrogen

bonds per residue accepted (black) and donated (red) for air-water interface (top) and bulk solution

(bottom). (e) Average number of residue-water hydrogen bonds accepted (black) and donated (red)

for air-water interface (top) and bulk solution (bottom).

interface (Table II). At the air-water interface residues in the central α-helical region have a

higher number of hydrogen-bonds than those in the less ordered tails. In bulk solution the

highest number of hydrogens are found for residues in the β-strands. The number of protein-

water hydrogen bonds (Figure 5(e)) is lower at the AWI, which reflects the smaller number

of water molecules around the protein in this environment. At both the air-water interface
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and in bulk solution the two glutamic acid residues and the arginine make a significant

number of hydrogen bonds. This suggests that these residues lie in the water region so the

environment around these side chains will be similar for both simulations.

D. Driving forces for conformational change and aggregation at air-water interface

To understand the reasons for the different conformational preferences between the air-

water interface and solution it is useful to consider the driving force for α-helix formation at

the air-water interface. Shown in Figure 6(a) are simulation snapshots (same conformations

as in Figure 4). These show that the hydrophobic residues preferentially partition into the

vacuum (air) layer. This is also shown by the average residue-interface separations and

their sidechain orientation (Figure 6(b)). Hydrophobic residues typically reside closer to the

interface than hydrophilic ones and have their side chains orientated towards the interface.

This preferential partitioning of hydrophobic side chains leads to the formation of ordered

structures, in particular the central α-helix, stabilising states that correspond to the higher

Nα−HB minimum in F (Nα−HB) (Figure 3(b)). From the helical wheel projection for this

region (Figure 6(c)) it can be seen that this helix has hydrophobic residues concentrated

onto one side giving it an amphipathic character. The formation of α-helical structures at

the air-water interface is consistent with SFG measurements of insulin at the bare air-water

interface34. In comparison at lipid monolayers the SFG signal for human insulin is reduced79,

suggesting either an increased tendency for the formation of SFG inactive dimers or that the

protein adopts more disordered conformations. This suggests that the hydrophobicity of the

interface plays a key role in determining protein interfacial conformation and aggregation.

As shown in the simulation snapshots (Figure 6(a)) the α-helix lies largely in the plane of

the air-water interface. The orientation of the helix relative to the interface can be examined

through the angle between the helix long axis and the z-axis (cosφ = ûhelix.ẑ). Shown in

Figure 6(d)) is the probability histogram of helix orientation from the MTDrest simulations

(only conformations where helical segments of five or more residues were considered). This

is largely peaked about cosφ ≈ 0, with the average cosφ ≈ −0.014, indicating that the

helix does lie largely in the plane of the air-water interface. For |cosφ| > 0.5 the probability

is essentially 0 suggesting that the largest angle between the helix and air-water interface

is approximately 30◦. The orienting effect of the interface is also likely to enhance the
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FIG. 6. Driving force for α-helix formation at air-water interface. (a) Simulation snapshots for

insulin B-chain. Hydrophobic sidechains highlighted as VDW spheres. (b) Average residue centre-

of-mass-interface separations (top) and average residue sidechain orientation (bottom). Red, green,

blue, and magenta denote hydrophobic, polar, negatively-charged, and positively-charged residues

respectively. Dotted line in top panel shows average position. (c) Helical wheel plot for residues

L11-C19. (d) Probability histogram of helix orientation relative to z-axis.
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aggregation and fibrillation of insulin. Formation of fibrils, through mechanisms such as the

steric zipper model, requires proteins to be favourably oriented relative to each other. As

proteins tend to lie in the plane of the interface this increases the probability of proteins

being oriented, potentially easing the formation of fibrils.

This interfacial structure, in particular the α-helical core is similar to the crystal structure

of insulin23. Both the AWI and the interior of the crystal expose the protein to hydrophobic

environments (air for the AWI, hydrophobic interior for the crystal) so the similarity of

these structures may not be surprising. To quantify the similarity between the crystal and

simulation structures the Cα-Cα DRMSD (Table III) between the insulin crystal (1ZNI23)

and simulation structures has been calculated (the insulin crystal structure contains two

molecules so the DRMSD has been calculated for these separately). As can be seen the

structure at the AWI is closer to the experimental crystal structure, in particular in the

helix region (taken as residues 8 to 19). The AWI structure is also more similar to the

structure in water-TFE mixtures determined using NMR than the solution structure, due to

the increased hydrophobicity of water-TFE mixture compared to pure water. Stabilisation of

the α-helix at the interface, as seen in SFG experiments, keeps insulin in a conformation with

exposed hydrophobic regions, which are more prone to aggregation21. Helical intermediates

have also been seen for other fibril forming proteins, including amyloid beta80, amylin81 and

alpha-synuclein82, at interfaces. This also demonstrates that the isolated B-chain retains

some of the conformational behaviour of the B-chain in the full insulin molecule, explaining

the similarity in their aggregation28.

AWI Bulk

1ZNI B (helix) 1.3±0.8 Å 6.5±0.6 Å

1ZNI B (full) 5.7±0.9 Å 6±1 Å

1ZNI D (helix) 1.2±0.9 Å 6.4±0.6 Å

1ZNI D(full) 4.8±0.9 6±1 Å

TABLE III. Average Cα-Cα DMRSD between experimental (1ZNI) and simulation structures for

insulin B-chain.

The penetration of the C-terminus (Y26-A30) into the water phase is also suggests a
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role in interfacial aggregation. In insulin crystals this region forms intermolecular β-sheets.

Mutations to this region are also used in a number of insulin analogues to control aggregation

and release behaviour, with insulin analogues with these 5 residues deleted83 or switching the

order of these residues84 showing reduced aggregation compared to the unmodified protein.

The partitioning of this region into the water increases the ability of this region to interact

with other proteins, making aggregation more likely. Similar disordered regions are involved

in binding and recognition for intrinsically disordered proteins85. The N-terminus is also

deeper into the water phase than the core of the protein, which may also lead to further

interactions with other proteins.

IV. CONCLUSIONS

Using atomistic molecular dynamics simulations with enhanced sampling techniques I

have investigated the effect that the air-water interface has on the conformational preference

of a model fibril forming protein, the B-chain of insulin. Adsorption at the interface causes

the protein to adopt a more α-helical structure compared to bulk solution, with a significant

decrease in the relative free energy of helical states at the air-water interface. The adoption

of α-helical structures at the air-water interface is in agreement with previous SFG studies

on human insulin34. Compared to larger oligomers the insulin monomer is more prone to

aggregation21 due to the presence of exposed hydrophobic patches. The α-helical structure

adopted at the air-water interface does exhibit exposed hydrophobic regions, in particular the

α-helix , which may be expected to enhance the interfacial aggregation86. This aggregation

is also promoted by the relative freedom of the C-terminal region, which extends into the

water component. Differences in the C-terminal region may explain some of the differences

in behaviour between bovine and human insulin. The B-chains of human and bovine insulin

also differ only in this region (with the terminal threonine residue in human insulin replaced

by an alanine). The presence of a more hydrophobic amino acid in this region may tend

to reduce the tendency for this region to partition into the water, supporting the reduced

aggregation at interfaces for bovine insulin79, although differences with the A-chain may also

play a role in this. Many synthetic insulin analogues, in particular those that are designed

to be fast acting by reducing aggregation, also feature changes to this region. For example,

insulin lispro swaps the order the lysine and proline residues in the C-terminus (residues
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28 and 29) and insulin aspart replaces the C-terminus proline with aspartic acid. These

changes to the C-terminus, in particular the increased number of charged residues for aspart

and changes to flexibility through moving or deleting the proline residues. The differences

in behaviour of insulin from different sources and for insulin variants will be investigated

in future work. The structure adopted at the air-water interface is similar to the crystal

structure of insulin and the similarity between these conformations suggests that the air-

water interface presents the protein with a similar environment to the hydrophobic interior

of the crystal.

While fluid interfaces are typically thought to have a destabilising effect on proteins, with

interface-induced unfolding being common2, this study demonstrates that such interfaces can

alternatively have a stabilising or ordering effect, with a protein that is disordered in bulk

takes on an ordered structure at the interface.

Enhancement of protein aggregation at interfaces is a general phenomena, with this being

driven by a combination of higher protein concentration at interfaces and the adoption of

aggregation prone conformations16,17. While fully unravelling the contribution of these two

different effects on interfacial aggregation would require simulations of multiple proteins,

which is computationally prohibitive the the present work, involving the study of single

molecules, has demonstrated that, in the case of the insulin B-chain, the AWI leads to

adoption of conformations that are more ordered and more prone to aggregation than in

bulk solution. Additionally the interface causes the proteins to lie in the interfacial plane,

increasing the probability of two molecules having orientations favourable for aggregation.

This suggests the interface induced changes to protein conformation plays a key role in

the enrichment of fibrillation, i.e. this is not simply a consequence of increased protein

concentration at interfaces. This is likely a general phenomenon but extension of this to

other proteins and to other interfaces will be necessary to determine specific driving forces

and how this is affected by protein structure and environment. For instance simulation of

insulin on lipid monolayers may be used to resolve the differences in insulin behaviour at

more complex interfaces compared to the bare AWI34,79. This may then be used to give

further insight into the mechanisms of protein aggregation, such as the formation of protein

fibrils, which may be used to guide and control the formation of protein aggregates.
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Appendix A: Acceptance rates and convergence

Shown in Table IV are the acceptance rates for the different stages of the simulations

(REST, MTD-REST, MTD-REST with static bias). In all cases the acceptance rates are

above 20 % for all simulations and all pairs of replicas. These are higher for the AWI

simulations, due to the smaller differences between the replicas. The acceptance rates for

the different stages of the simulations are also approximately the same, suggesting that the

addition of the metadynamics bias does not negatively affect exchanges between the replicas.

Simulation 0↔1 1↔2 2↔3 3↔4 4↔5 5↔6 6↔7 7↔8 8↔9 9↔10 10↔11

AWI

REST 38 % 40 % 39 % 41 % 37 % 38 % 45 % 41 % 45 % 47 % 43 %

MTD-REST 44 % 43 % 42 % 43 % 41 % 41 % 48 % 42 % 47 % 49 % 44 %

MTD-REST (static bias) 40 % 39 % 37 % 41 % 39 % 37 % 45 % 42 % 41 % 44 % 40 %

Bulk

REST 21 % 23 % 28 % 26 % 31 % 28 % 33 %

MTD-REST 26 % 23 % 30 % 28 % 31 % 27 % 32 %

MTD-REST (static bias) 24 % 22 % 26 % 25 % 27 % 24 % 31 %

TABLE IV. Exchange acceptance rates for AWI (top) and bulk (bottom) simulations.

Motion of trajectories between replicas can be monitored through the variation of the

REST scaling parameter (βi) for different replicas (Figure 7). As can be seen, particularly

when the metadynamics bias is applied, the replicas explore different values of βi. Shown in
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Figure 8 are representative examples of the time variation of the secondary structure across

the simulations. In most cases changes to the secondary structure are clearly seen, again

showing that sampling of different protein conformations is occurring within each trajectory.

FIG. 7. (top) Plot of scaling factor (i denotes βi) against time for AWI simulations. Black, red,

and green denote simulations starting at replica 0, 6, and 11. (top) Plot of scaling factor (i denotes

βi) against time for bulk solution simulations. Black, red, and green denote simulations starting

at replica 0, 4, and 7.

Convergence of the MTD-REST simulations was monitored through comparison of the

1D free energy profiles (F (Nα−HB) and F (DH)) calculated at different times. Shown in

Figure 9 are the 1D free energy profiles calculated after 360 ns, 380 ns, and 400 ns (AWI)

and 160 ns, 180 ns, and 200 ns. For these different times only slight differences are found

in F (Nα−HB) and F (DH), with those calculated after in the lsat 20 ns of the simulations
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FIG. 8. Secondary structures for demultiplexed replicas. Left hand column shows AWI simulations

starting from replica 0 (top), 6 (middle), and 11 (bottom). Right hand column shows bulk solution

simulations starting from replica 0 (top), 4 (middle), and 7 (bottom). Colours as in Figure 2(a).

being particularly similar. This suggests that the free energy surface has largely converged

at the end of the MTD-REST simulations.

The trajectories of the two main CVs (Nα−HB and DH) across the static-bias simulations

are shown in Figure 10. Frequent transitions between different values of both of these are

observed within the static bias simulations, indicating that the simulations are sampling

across different proteins conformations. Across the static-bias simulations the distribution

of values remains constant suggesting that the results would not change if the simulation

lengths were increased.

∗ david.cheung@nuigalway.ie
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FIG. 9. (top) One-dimensional free energy profiles calculated after 360 ns, 380 ns, and 400 ns for

MTDrest simulation at AWI. (bottom) One-dimensional free energy profiles calculated after 160

ns (black),180 ns (red), and 200 ns (green) of MTDrest simulations for bulk simulations.

FIG. 10. Time variation of Nα−HB (top) and DH (bottom) in MTDrest simulations. Black and

red symbols denote AWI and bulk simulations respectively.
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