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Abstract

The decomposition of the reaction force based on symmetry-adapted perturbation theory

(SAPT) has been proposed. This approach was used to investigate the subtituent effects along

the reaction coordinate pathway for the hemiacetal formation mechanism between methanol

and substituted aldehydes of the form CX3CHO (X = H, F, Cl, and Br), providing a quanti-

tative evaluation of the reaction-driving and reaction-retarding force components. Our results

highlight the importance of more favorable electrostatic and induction effects in the reactions in-

volving halogenated aldehydes that leads to lower activation energy barriers. These substituent

effects are further elucidated by applying the functional-group partition of symmetry-adapted

perturbation theory (F-SAPT). The results show that the reaction is largely driven by favorable

direct non-covalent interactions between the CX3 group on the aldehyde and the OH group on

methanol.

1. INTRODUCTION

Having an in-depth understanding of the reaction mechanisms that drive chemical and physical

transformations can aide in the manipulation of these processes toward the design of new, more

efficient reactions. These processes are often governed by the propensity of molecules to react and

form new species. Many significant scientific challenges and new technological advancements de-

pend on an elementary understanding of fundamental chemical processes, for example the design of
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efficient catalytic reactors which depends on a fundamental understanding of catalysis,1,2 genetic

engineering which depends on the understanding of biosynthetic pathways,3 and numerous tech-

nological advances that hinge on the design and production of new materials.4–7 Computational

quantum chemistry can be particularly helpful in obtaining key insight into chemical reactions.

Many theories arising from this field such as Marcus theory,8 valence-bond theory,9 and frontier

molecular orbital theory10 have transformed our understanding of chemical reactions and are even

routinely applied by experimentalists.

Although general trends in chemical reactivity may be explained with simple chemical intu-

ition, when this intuition is combined with modern quantum chemistry calculations it is possible to

provide fundamental explanations based on a detailed understanding of the changes in electronic

structure.11–13 The progress of a chemical reaction can be modelled computationally by consid-

ering the variation of the potential energy of the system with respect to nuclear motion along a

well-defined pathway from reactants to products. One such path can be obtained from the intrinsic

reaction coordinate (IRC) pioneered by Fukui et al. which provides an explicit one-dimensional

coordinate that summarizes the minimum energy path for a chemical reaction.14 Efforts by the

research group of Alejandro Toro-Labbé have shown that additional information can be gleaned

from examining the derivative of the energy along the IRC, introducing a concept known as the

reaction force.15–18 Analogous to the classical force, the reaction force is defined as the negative

energy gradient with respect to the reaction coordinate. Fundamentally, the reaction force allows

for a practical partitioning of the reaction coordinate into three regions (shown visually in Figure

1): (1) a reactant region associated with geometrical changes necessary to form the transition state

(TS) structure, (2) the TS region associated with the reorganization of the electron density, and (3)

the product region associated with the geometrical relaxation of the TS to form the final product.

This general framework for partitioning the reaction inspired further developments leading to in-

vestigation of the second energy derivative along the IRC known as the reaction force constant 19 as

well as the derivative of the electronic chemical potential known as the reaction electronic flux.20–23

Together these properties have been proven useful in providing new chemical insight in a wide

variety of reaction mechanisms.24–36

In addition to properties based on the total energy, fragment based approaches strive to provide

additional insight by partitioning the chemical system into interacting monomers and describing

2



E
n
er
g
y

Fo
rc
e

R

P

TS

0

Reactant
Region

Product
Region

TS
Region

Figure 1 Schematic showing relationship between reaction energy, reaction force, and reaction work. (See text for more
detail)

the height of the activation energy barrier in terms of modulations of the original reactants. This

idea was spearheaded by Morokuma in the early 1970s where he utilized energy decomposition

schemes in order to analyze energy and force components for stable molecules.37,38 More recently,

the activation strain model(ASM),39,40 also known as the distortion/interaction model,41 has estab-

lished a unique approach to understanding chemical reactivity by establishing a causal relationship

between the reaction energy barriers and the properties/characteristics of reactants involved in

reaction mechanisms.42 This model employs a simple partitioning scheme in which the potential

energy is decomposed into two contributions along the reaction coordinate: (1) the strain energy

which is associated with the structural deformation of the reactant geometries and (2) the electronic

interaction between the reactants. The electronic interaction component is further decomposed us-

ing Kohn-Sham molecular orbital theory into components from electrostatics, Pauli repulsion, and

orbital interactions.43 This ASM approach has been successful in uncovering the physical factors

controlling activation barriers in numerous fundamental chemical processes, including nucleophilic

substitution,42,44–46 oxidative addition,47,48 perycyclic reactions,49–51 and unimolecular rearrange-

ments.52,53

Recently, energy decomposition analysis (EDA) techniques have been applied within the context

of the ASM and reaction force analysis. EDA techniques can be classified based on the underlying

theory that produces the decomposition. One class of EDA techniques are known as variational

EDA in which the energy is decomposed by variational treatment of the intermediate wavefunctions.
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The other class is perturbation based EDA in which the interaction between two monomers is

calculated as a perturbation to the non-interacting Hamiltonian, within this context the different

terms of the perturbation series correspond to a physically relevant decomposition of the interaction

energy. Efforts from the groups of Alejandro Toro-Labbe and Artur Michalak have focused on

decomposition of the reaction force using the extended transition state (ETS) variational EDA

technique54–56 combined with analysis of the electron density changes based on natural orbitals

for chemical valence (NOCV),57,58 in the ETS-NOCV approach.59–62 Their work highlights the

utility of characterizing the driving and retarding intermolecular forces throughout a chemical

reaction in the cases of the water assisted HCN/CNH isomerization,63 metal assisted intramolecular

proton transfer in thymine,64 and double proton transfer in formamide-derived complexes.65 To

our knowledge, there have been no studies exploring the use of a perturbative approach for the

decomposition of the reaction force.

The most pervasive perturbative EDA approach is symmetry-adapted perturbation theory

(SAPT).66 Within SAPT, the interaction energy is treated as a perturbative expansion where

the first few terms correspond to a physically relevant decomposition of the interaction energy into

contributions from electrostatics, exchange-repulsion, induction, and dispersion. The electrostatic

term can be understood as a simple classical interaction involving the static charge distributions

of two interacting monomers. Induction effects emerge from the response of one monomer due to

the electric field of the other. Contributions from dispersion arise due to fluctuations in the charge

distributions of the two monomers resulting from the correlation of their electrons. Exchange-

repulsion occurs because of the overlap of molecular wavefunctions, as electrons are free to move

across both monomers there is an energy penalty associated with maintaining the antisymmetry

condition of the total wavefunction. Recent efforts by Sherrill et al. have focused on the chemically

motivated assignment of the SAPT energy terms to interactions between atoms or functional groups

resulting in the atomic67 and functional-group68 SAPT partitions (A-SAPT and F-SAPT respec-

tively). These robust partitions of SAPT provide an explicit quantification of the intermolecular

forces between specific consituents of each monomer.

The applicability of SAPT has grown significantly over the last decade due to algorithmic

advances including density-fitting and Cholesky decomposition of the two-electron integrals,69–71

natural orbital (NO) truncations of the virtual orbital space,72,73 and efficient implementations
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on graphical processing units.74 The applications of SAPT and its atomic and functional-group

variants have been utilized in a diverse span of applications including π-interactions in conjugated

systems,75 ligand-protein interactions,74,76 analysis of transition state stabilization,77,78 and the

development of so-called ”next-generation” ab-initio force fields for molecular dynamics.79–81

The primary goal of this work is to extend the activation strain energy partitioning of reaction

force analysis by further decomposition of the interacting force using SAPT and F-SAPT. This

approach is utilized to study the substituent effects on the reaction mechanism of hemiacetal for-

mation between methanol (CH3OH) and aldehydes of the form CX3CHO (X = H, F, Cl, Br). This

reaction is characterized by two chemical events that occur simultaneously: (1) the oxygen atom of

the hydroxyl group of methanol attacks the carbonyl carbon of the aldehyde and (2) the hydrogen

atom of the hydroxyl group is donated to the carbonyl oxygen forming the final hemiacetal struc-

ture. This class of reactions has been studied extensively in the literature,82–86 a computational

study specifically investigating the substituent effects comparing acetaldehyde (X = H) with fluoral

(X = F), chloral (X = Cl), and bromal (X = Br) was carried out by Azofra et al.87 Their results

showed the smallest energy barrier for fluoral, followed by chloral, bromal, and then acetaldehyde.

They rationalize this by establishing a linear correlation between the relative nucleophilicity of the

carbonyl carbon atom and the activation energy barrier. This rationalization implies that the pri-

mary substituent effect is an indirect effect, i.e. the electron-withdrawing substituents pull electron

density from the carbonyl facilitating a more favorable interaction between the carbonyl and the

hydroxyl group. Making use of the F-SAPT partition, we will explicitly investigate the substituent

effect of the CX3 group and quantify its effect on the activation energy barrier.

2. THEORETICAL BACKGROUND

2.1 Energy and Reaction Force

The reaction force is defined as the negative gradient of the energy (E) with respect to the reaction

coordinate ξ:

F (ξ) = −∂E(ξ)

∂ξ
. (1)
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Figure 1 displays a schematic representation of the reaction force along the reaction coordinate ξ

and how it corresponds to the energy along the reaction coordinate. For any elementary reaction

step, the energy profile establishes three well-defined critical points: two minima that correspond to

the reactant (ξR) and product (ξP) structure and a first-order saddle point that corresponds to the

transition state structure. The reaction force profile F (ξ) establishes two additional critical points

along the reaction coordinate, corresponding to the force minimum (ξmin) and force maximum

(ξmax). This allows for a rigorous definition of three distinct regions based on this set of critical

points: (1) the reactant region (ξR ≤ ξ ≤ ξmin), (2) the transition state region (ξmin ≤ ξ ≤ ξmax),

and (3) the product region (ξmax ≤ ξ ≤ ξP). This partitioning is useful for characterizing which

regions along the IRC pathway contribute to key chemical events. Additionally the activation energy

barrier (∆E‡) can be decomposed into separate contributions from the first two regions:18,88,89

∆E‡ = [E(ξTS) − E(ξR)] = w1 + w2 (2)

where wn is the amount of work done on the system in the nth region of the IRC pathway. These

quantities are simply the integral of the force F (ξ) over a given region:

w1 = −
∫ ξmin

ξR

F (ξ)dξ ; w2 = −
∫ ξTS

ξmin

F (ξ)dξ

w3 = −
∫ ξmax

ξTS

F (ξ)dξ ; w4 = −
∫ ξP

ξmax

F (ξ)dξ (3)

essentially, this is just the area under the curve of the force (see shaded regions in Figure 1).

2.2 Activation Strain Model

In the activation strain model reasonable fragments are first chosen as a reference, in typical

bimolecular reactions the choice of fragmentation is the two reactant molecules. The relative

energy (∆E) at any point along the reaction coordinate (ξ) is then split into contributions from a

strain energy term (∆Estrain) and an interaction energy term (∆Eint)

∆E(ξ) = ∆Estrain(ξ) + ∆Eint(ξ) (4)
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Activation Strain Model Reaction Force 

Figure 2 Schematic detailing the idea of combining the reaction force and the activation strain model.

The strain energy ∆Estrain accounts for the geometrical distortions of the current geometry with

respect to the equilibrium geometries of the isolated fragments. Since the geometries have to

deform/distort significantly in order to form the transition state geometry, this term is generally

repulsive. The interaction energy ∆Eint takes into account the electronic structure interactions

between the fragments and is usually attractive. Early in the reaction coordinate both of these

terms are close to zero since the reactants are minimally distorted and only mildly interacting. As

the reaction proceeds, the attractive interaction energy increases in magnitude at a similar rate as

the repulsive strain energy.

Recent efforts have focused on the applications of the ASM to reaction force analysis. Given

the expression in Equation 4 it is possible to define the strain and interaction components of the

force:

F (ξ) = −∂∆Estrain(ξ)

∂ξ
− ∂∆Eint(ξ)

∂ξ

= Fstrain(ξ) + Fint(ξ) (5)

For interpretation, positive forces are seen as reaction driving while negative forces are reaction

retarding, Figure 2 shows an example of this dynamic. The repulsive strain energy gives rise to a

negative/retarding strain force while the attractive interaction energy yields a positive/driving in-

teraction force. Further decomposition of the interaction force (Fint) using conventional variational

EDA approaches, most notably the ETS-NOCV method have been explored.63,65,90
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2.3 SAPT Decomposition of the Reaction Force

Symmetry-adapted perturbation theory (SAPT) allows for the decomposition of the interaction en-

ergy into components from electrostatics (Eelst), exchange-repulsion (Eexch), induction/polarization

(Eind), and dispersion (Edisp). In this work, it is proposed to incorporate a SAPT energy decom-

position into the activation strain model:

∆E(ξ) = ∆Estrain(ξ) + ∆ESAPT
int (ξ)

= ∆Estrain(ξ) + ∆Eelst(ξ) + ∆Eexch(ξ)∆ + Eind(ξ) + ∆Edisp(ξ)

Taking the first derivative of the energy decomposed in this way yields the following decomposition

for the reaction force:

F (ξ) = −∂∆Estrain(ξ)

∂ξ
− ∂∆Eelst(ξ)

∂ξ
− ∂∆Eexch(ξ)

∂ξ
− ∂∆Eind(ξ)

∂ξ
−
∂∆Edisp(ξ)

∂ξ

= Fstrain(ξ) + Felst(ξ) + Fexch(ξ) + Find(ξ) + Fdisp(ξ) (6)

Integrating over the force components for any region defined between points ξ1 and ξ2 can also

yield a decomposition of the work as well:

w = −
∫ ξ2

ξ1

Fstrain(ξ) + Felst(ξ) + Fexch(ξ) + Find(ξ) + Fdisp(ξ) dξ

= wstrain + welst + wexch + wind + wdisp (7)

This decomposition of the reaction work is a useful tool for summarizing the total contribution to

a given region of the reaction.

3. COMPUTATIONAL DETAILS

All geometries have been fully optimized using density functional theory with the M06-2X den-

sity functional91 in the PSI4 ab-initio quantum chemistry package.92,93 The 6-311G++(d,p) basis

set94 was used for all atoms except Br where the def2-TZVPP basis set95 was used. The local

minima and saddle points along the potential energy surface were confirmed using frequency cal-
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Figure 3 Schematic representation of the reactant complex involved in the hemiacetal formation reaction between the
aldehyde CX3CHO and CH3OH. This highlights the atomic numbering scheme used in the text. The fragmentation
scheme for the complex for SAPT calculations is also shown, where the two fragments are F1 and F2 respectively.

culations. Reactants and products were confirmed to have positive definite Hessian matrices while

transition states only have a single imaginary frequency. The minimum energy path from reactants

to products was determined using the stabilized Euler intrinsic reaction coordinate procedure of

Morokuma et al.96 The energy/force profiles, as well as structural and electronic properties were

determined from single-point energy calculations on the optimized geometries obtained from the

IRC procedure. Symmetry-adapted perturbation theory calculations were performed using the

6-311++G(d,p) basis set in PSI4. The reaction force and reaction works are all calculated us-

ing PYREX,97 an open-source toolkit for reaction force analysis developed in our research group

which takes energy properties along a reaction coordinate and calculates the necessary numerical

derivatives and integrals using functions available in NumPy.98

4. RESULTS AND DISCUSSION

4.1 Reaction Mechanism and Energies

In this work we have addressed the gas phase formation of hemiacetals from methanol and different

substituted aldehydes. Figure 3 details the atomic numbering scheme used throughout the text,

the four unique aldehydes result in four different reactions to study, the reactant, transition state

(TS), and product structures for each reaction are detailed in Figure 4. R1 involves methanol

and acetaldehyde while R2, R3, and R4 involve fluoral, chloral, and bromal respectively. The

reaction involves the approach of the aldehyde and methanol resulting in a shortening of the C1-O9

distance. This distance is significantly affected by the halogenation of the aldehydes. R1 has a C1-

O9 distance of 2.79Å, this bond length is notably reduced to 2.53Å in R2. More modest differences
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Figure 4 Reactant, transition state, and product structures optimized at the M06-2X/6-311++G(d,p) level for all reactions
between methanol (CH3OH) and an aldehyde of the form CX3CHO where X = H, F, Cl, and Br. Each reaction has be
given a unique identifier as R1 , R2, R3, and R4 for the reactions involving H, F, Cl, and Br respectively.

are seen in R3 and R4 with C1-O9 distances of 2.63Å and 2.76Å respectively. The transition state

complex is characterized by a four-member ring-like structure formed between C1, O2, O9, and H10.

In a concerted fashion oxygen addition occurs forming a new bond between C1 and O9, while the

proton (H10) is transferred from O9 to O2 forming the final hemiacetal. There is a small difference

in the C1 and O9 distance in the TS structure between the different reactions. For R1 this distance

is 1.68Å, and reduces to approximately 1.60Å in R2, R3, and R4.

The minimum energy pathways determined by the intrinsic reaction coordinate calculation are

shown in Figure 5a. From the energy plot, it is clear that all reactions are exothermic in nature

and that R2, R3, and R4 are energetically favorable to R1. The activation energy barriers

(∆E ) for each reaction are reported in Table 1. R1 has the largest activation energy at 34.05

kcal/mol, while R2 has the lowest activation energy at 28.25 kcal/mol. Meanwhile R3 and R4 have

activation energy barriers that are 3.84 and 3.55 kcal/mol lower than R1 respectively. Some insight
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Figure 5 (a) Energy and (b) reaction force profiles for the hemiacetal formation reactions. The IRC was determined at the
M06-2X/6-311++G(d,p) level of theory.

into the difference in barrier heights can be obtained by investigating the molecular electrostatic

potential (MEP) of the isolated aldehydes. Figure 6 shows the MEP plots for all of the isolated

aldehydes, the most significant effect of substituting the hydrogen with a halogen atom is shown in

the decrease of negative region associated with the carbonyl oxygen. This is clearly indicative of the

electron-withdrawing effect of the halogenated substituents. This decrease in the negative region

associated with the carbonyl oxygen increases the relative nucleophilicity of the carbonyl carbon,

this argument was made previously by Azofra et al. to rationalize the difference in activation energy

barriers between these reactions. To obtain a more detailed analysis on the energy barriers, we

perform the reaction force analysis

4.2 Reaction Force Analysis

The reaction force profiles of all four reactions are plotted in Figure 5b. The essential points along

the intrinsic reaction coordinate of each reaction are the critical points of the reaction force profile

that correspond to inflection points on the energy profile. The location of the critical points (ξmin

and ξmax) and the regions they define are given in Table 2. For each process occurring in each region

Table 1 Reaction energy (∆E0), activation energy (∆E ), and associated reaction works (w) for each reaction reported
in kcal/mol. Intrinsic reaction coordinate for the data was obtained at the M06-2X/6-311G++(d,p) level of theory.

∆E0 ∆E w1 w2 wstrain
1 wint

1 wstrain
2 wint

2

R1 −11.77 34.05 28.54(82%) 5.51(18%) 20.12 8.42 29.31 −23.80
R2 −19.15 28.25 24.07(83%) 4.18(17%) 28.11 −4.04 25.68 −21.50
R3 −15.94 30.21 26.04(84%) 4.17(16%) 29.46 −3.43 26.14 −21.97
R4 −15.19 30.50 26.30(85%) 4.20(15%) 29.09 −2.80 26.28 −22.07
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Figure 6 Molecular electrostatic potential at ± 0.05 a.u. isosurfaces. The red and blue regions are associated with negative
and positive regions respectively.

there is an associated work value, these are reported for each reaction in Table 1. Considering the

fact that the activation energy barrier can be expressed as ∆E = w1 + w2 we can interpret the

work done in each of the first two regions as unique contributions to the total activation energy

barrier. With this in mind, it is clear that for each reaction w1 accounts for roughly 80% of the

activation barrier while w2 accounts for roughly 20%, meaning that energetically the structural

rearrangements dominate over the electronic reordering. Comparing the different reactions, note

that R2, R3, and R4 have lower structural (w1) and electronic (w2) work than R1, thus it will be

necessary to investigate both regions in order to fully explain the difference in the barrier heights.

Starting with region 1, R1 has a total work of 28.54 kcal/mol in this region. By contrast, R2

has a total reaction work of 24.07 kcal/mol in region 1. The reaction works for R3 and R4 are

almost identical with values of 26.04 and 26.30 kcal/mol respectively. The major chemical event in

region 1 is the shortening of the C1-O9 distance and the elongation of the O9-H10 bond. The fact

that the total work done in this region is smaller in the case of the halogenated aldehydes suggests

that the approach of the reactants is more energetically favorable in those cases. Indeed the MEPs

shown in Figure 6 suggests that this should be the case, due to the electron-withdrawing effect of

the halogens increasing the nucleophilicity at the carbonyl carbon. In region 2, R1 again has the

largest total work value with w2 = 5.51 kcal/mol. The reactions involving halogenated aldehydes

are significantly lower with w2 = 4.18 and 4.17 kcal/mol for R2 and R3 respectively, while R4 is

only slightly higher at 4.20 kcal/mol. This indicates that the electronic reordering is more favorable
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Table 2 Critical points of the reaction energy profile corresponding to the reactant (ξR) and product (ξP) structures, and
critical points of the reaction force corresponding to the force minimum (ξmin) and maximum (ξmax). All values are in
units of amu1/2 bohr, are relative to their respective transition state structure located at ξTS = 0.00 amu1/2 bohr

ξR ξmin ξmax ξP

R1 −6.00 −0.65 0.65 5.05
R2 −4.95 −0.55 0.70 4.10
R3 −6.45 −0.55 0.70 3.90
R4 −6.75 −0.55 0.65 3.95

in the case of the halogenated aldehydes, the differences here are more subtle and will be analyzed

in greater detail in the next section.

4.3 SAPT Decomposition of Reaction Force and Reaction Work

Further insight into the contributions to the activation energy barrier can be obtained using a

SAPT decomposition of the reaction force. This analysis requires a careful partitioning of the

reactants into distinct fragments. For the purpose of this reaction we partition the reactants such

that fragment 1 (F1) consists of the aldehyde while the interacting methanol is fragment 2 (F2),

this partitioning scheme is shown visually in Figure 3. In order to investigate the substituent effect

of halogenation of the aldehyde on the reaction, we will calculate the difference in the reaction work

(∆w) for R2, R3, and R4 relative to R1.

∆w = w(CX3) − w(CH3) (8)

This difference between the reaction works is directly related to the difference in activation energy

between the two reactions. Recall that the reactions works can be related to the activation energy

via Equation 2, we can express the difference in activation energies in the following way:

∆E = ∆E (CX3) − ∆E (CH3)

= [w1(CX3) + w2(CX3)] − [w1(CH3) + w2(CH3)]

= [w1(CX3) − w1(CH3)] + [w2(CX3) − w2(CH3)]

= ∆w1 + ∆w2 (9)
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Figure 7 Difference in reaction work (∆w) for region 1 (∆w1) and region 2 (∆w2) for R2(X = F), R3(X = Cl), R4(X =
Br).

Making use of the SAPT decomposition of the reaction work from Equation 7 it is possible to

characterize this substituent effect in terms of differences in electrostatic, exchange, induction, and

dispersion interactions for each region of the reaction coordinate.

Figure 7 depicts the differences in the reaction interaction works for hemiacetal formation

involving halogenated aldehydes. The most immediately striking feature in the plot is the disparity

between the work difference in region 1 compared to region 2. This result clearly shows that any

difference in the lower activation energy barrier is primarily a result of interactions in region 1

rather than those in the transition state region. This further implies that the subtituent effect is

most significant during the structural rearrangement than the the electronic reorganization.

Focusing on ∆w1, it is clear that the substituent effect is largely driven by more favorable

electrostatic and induction interactions between the two monomers. The more electronegative

halogens result in more favorable electrostatic interactions with ∆w1 contributions of -14.7, -21.0,

and -19.7 kcal mol−1 for R2, R3, and R4 respectively. Due to the increase in the number of

electrons, there is a significantly more unfavorable exchange interaction with differences of 30.2,

40.6, and 38.1 kcal mol−1 for R2, R3, and R4 respectively. The more favorable induction is
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Figure 8 Functional group partitioning scheme used for the hemiacetal formation reaction between the aldehyde CX3CHO
and CH3OH.

comparable amongst the three reactions with ∆w1 contributions of approximately 27.0 kcal mol−1.

The effect of dispersion is small but certainly non-negligible with dispersion contributions of -2.0,

-3.7, and -3.9 kcal mol−1 for R2, R3, and R4 respectively.

When considering ∆w2 it is interesting to note that the halogenated reactions have slighlty less

favorable interactions in this region with total interaction contributions of +2.3, +1.8, and + 1.7

kcal mol−1 for R2, R3, and R4 respectively. Interestingly, all of the reactions have an exchange

interaction that is more favorable by about 8.0 kcal mol−1. This is indicative of the electron-

withdrawing effect of the halogens. With less electron density associated with the COH group of

the aldehyde there is less exchange repulsion during the electronic reorganization of the reaction.

From the SAPT data, we can conclude that the subtituent effect is largely a result of more

favorable electrostatic, induction, and dispersion interactions that occur prior to the transition

state region. However, this insight does not address an important distinction, is this substituent

effect a result of direct interactions of the CX3 substituent with the menthanol monomer, or is

it primarily an indirect effect resulting from the withdrawing of electron density away from the

COH substituent. This is a point that can be explored by considering the interactions of different

functional groups, a point we will address fully in the next section.
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4.4 F-SAPT Decomposition of Reaction Force and Work

Here we will explore the use of the functional group partition of symmetry adapted perturbation

theory (F-SAPT) within the context of reaction force analysis. Within this context, the SAPT par-

titioning of the complex into two monomers is viewed as an ”order-1” partitioning of the system,

F-SAPT seeks to decompose the interaction energy terms (Eterm) into an ”order-2” partitioning

scheme in which the interaction between functional groups a and b on monomers A and B respec-

tively is captured in an energy term Eterm
ab . This is done in an exact way such that the original

order-1 interaction term is recovered when summing over all order-2 interactions

Eterm =
∑
ab

Eterm
ab . (10)

The theoretical details behind F-SAPT are nontrivial and require a careful mathematical treatment

of the SAPT expressions, for the more rigorous explanation of the theory the reader is directed to

the relevant literature.67,68 For our purposes, we will use the result from Equation 10 and define

functional group contributions to the reaction force. Taking the negative energy gradient of the

interaction term allows us to consider functional group contributions to the reaction force

F term = −∂E
term

∂ξ
= −

∑
ab

∂Eterm
ab

∂ξ

F term =
∑
ab

F term
ab . (11)

Integrating over the force will also yield a functional group partitioning for the reaction work as

well such that:

wterm =
∑
ab

wterm
ab (12)

In preparation of the F-SAPT calculations, we employ the partitioning scheme shown in Figure

8, essentially the aldehyde can be partitioned into the CX3 subtituent and the COH carbonyl

group while methanol can be partitioned into the methyl CH3 group and the hydroxyl OH group.

The σ-bonds associated with connecting the functional group fragments are treated as a ”linker”,

this linker can be assigned to each functional group in a 50-50 fashion or assigned by charge, for

this analysis we have chosen the latter. However it should be noted that both charge partitioning
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methods have been shown to produce essentially equivalent results when the chosen fragments are

linked a simple σ-bond.68 It should be noted that as functional groups are distorted, this functional

group picture may break down, it is imperative that fragments are chosen carefully for a given region

of the reaction coordinate. Within regions 1 and 2 of the current reactions the O9-H10 bond length

stretches and the C1-O2 distorts as well but do not completely breakdown this functional group

partitioning.

Let us consider the earlier correlation of the barrier heights with the negative electron density

associated with the carbonyl. Implicit in this explanation is that the substituent effect is indirect

in nature, i.e. the subtituent is drawing electron density away from the acetyl group and thus facil-

itating a more favorable interaction between the acetyl group and the hydroxy group of methanol.

We are able to specifically investigate this effect using F-SAPT and within the framework of re-

action force analysis we can quantify its contribution to the overall activation energy barrier. In

order to further investigate the substituent effects we will investigate the same relative works (∆w)

explored in the previous section, however now, each individual work term can be broken down into

functional group interactions

∆wab = wab(CX3) − wab(CH3) (13)

Using this approach, if the indirect subtituent effect is the primary interaction then R2, R3, R4

should show a much more favorable COH – OH interaction throughout the reaction.

Figure 9 shows the F-SAPT decomposition of the work for the two primary interactions in the

reaction, the CX3-OH and COH-OH interactions. Starting with the COH – OH interaction it is

clear that in region 1 all the reactions with halogenated aldehydes benefit from more favorable

electrostatic, induction, and dispersion interactions. However these more favorable interactions

are counteracted by a significant increase in the exchange repulsion between the two fragments,

leading to a total interaction that is only marginally favorable. The total ∆w1 for the COH – OH

interaction is −3.30, −2.73, and −3.06 for R2, R3, and R4 respectively. Moving on to region 2, due

to the electron-withdrawing effect of the CX3 substituents there is less electron density associated

with the COH fragment resulting in a lower exchange interaction for this region. However this

also results in less favorable electrostatic and induction interactions, leading to total works that
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Figure 9 Difference in reaction work (∆w) for region 1 (∆w1) and region 2 (∆w2) for the interactions between COH –
OH and CX3 – OH. The differences of the interactions on the CH3 group on methanol were minimal and thus not shown
here

are less favorable. In fact, they are large enough in magnitude to nearly cancel out the favorable

interaction in region 1 with total ∆w2 values of 2.91, 2.30, and 2.09 kcal/mol for R2, R3, and R4

respectively.

The CX3 – OH interactions similarly have more favorable electrostatic and induction in region

1. However, given the distance between them there is less exchange repulsion between these two

fragments leading to a much more favorable interaction throughout the region, with total ∆w1

values of −8.78, −9.59, and −8.75 kcal/mol for R2, R3, and R4 respectively. Unlike the the

COH-OH interactions, there are no unfavorable interactions in region 2 that counter-balance these

favorable interactions in region 1. That being said, we can conclude that the primary substituent

effect that leads to a lowering of the activation energy barrier for substituted aldehydes in the

formation of hemiacetals is the noncovalent interaction between the CX3 subtituent of the aldehyde

and the OH group on methanol.
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5. CONCLUSIONS

In this work, we have developed a new approach to reaction force analysis that utilizes symmetry

adapted perturbation theory (SAPT) and its functional group partition (F-SAPT) in order to

decompose the reaction force into unique chemically relevant energy contributions. One of the

main goals of this work was to introduce the approach of using SAPT and F-SAPT for reaction

force analysis, the application highlights the potential for this method to provide new insight into

the interactions that drive chemical reactions. In the hemiacetal formation reactions considered

in this work, the activation energy barrier is significantly reduced in the case of the halogenated

aldehydes (X = F, Cl, or Br) when compared to the reaction involving acetaldehyde (X = H).

Reaction force analysis shows that the difference in the activation energy barrier is primarily due

to energy differences that occur prior to the transition state region. Our SAPT analysis provides

further insight and details that the reactions involving halogenated aldehydes benefit primarily

from more favorable electrostatic and induction interactions. Using F-SAPT, we were able to show

that this favorable interaction is a result of direct interaction of the CX3 group with the OH on

methanol rather than an indirect consequence of the electron-withdrawing effect the CX3 group

has on the COH group of the aldehyde as has been suggested previously in the literature.

One advantage of perturbative approaches like SAPT, is the ability to systematically treat

higher order interactions, certain reaction mechanisms may require a higher level SAPT treatment

and with each higher-order effect having its own term in the perturbative series, these effects can

be investigated in a systematic way. Additionally, SAPT also has an intramolecular variant99

(I-SAPT) which makes this approach readily able to study unimolecular rearrangements. These

efforts are underway in our group and will be later expanded on in detail. In summary, SAPT is a

very useful/intuitive choice for decomposition of the reaction force opening up new possibilities for

studying chemical reaction mechanisms.
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Oliva, S.; Joubert, L.; Toro-Labbé, A.; Chermette, H. Insights into the chemical meanings of the reaction

electronic flux. Theor. Chem. Acc. 2015, 134, 133.
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Reaction of OH and CH3Cl: Activation Strain Analyses of Counterion and Solvent Effects. Chem. Asian J.

2018, 13, 1138–1147.

(46) Kubelka, J.; Bickelhaupt, F. M. Activation Strain Analysis of SN2 Reactions at C, N, O, and F Centers. J.

Phys. Chem. A 2017, 121, 885–891.

(47) Jong, G. T. d.; Bickelhaupt, F. M. Transition-State Energy and Position along the Reaction Coordinate in an

Extended Activation Strain Model. ChemPhysChem 2007, 8, 1170–1181.

(48) de Jong, G. T.; Bickelhaupt, F. M. Catalytic Carbon-Halogen Bond Activation: Trends in Reactivity, Selectivity,

and Solvation. J. Chem. Theory Comput. 2007, 3, 514–529.
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