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An efficient and accurate reference potential simulation protocol is proposed for producing ab initio
quantum mechanical molecular mechanical (Al-QM/MM) quality free energy profiles for chemical
reactions in a solvent or macromolecular environment. This protocol involves three stages: (a) using
force matching to recalibrate a semi-empirical quantum mechanical (SE-QM) Hamiltonian for the
specific reaction under study; (b) employing the recalibrated SE-QM Hamiltonian (in combination
with molecular mechanical force fields) as the reference potential to drive umbrella samplings along
the reaction pathway; and (c) computing AI-QM/MM energy values for collected configurations
from the sampling and performing weighted thermodynamic perturbation to acquire AI-QM/MM
corrected reaction free energy profile. For three model reactions (identity Sy2 reaction, Menshutkin
reaction, and glycine proton transfer reaction) in aqueous solution and one enzyme reaction
(Claisen arrangement in chorismate mutase), our simulations using recalibrated PM3 SE-QM
Hamiltonians well reproduced Al-QM/MM free energy profiles (at the B3LYP/6-31G* level of theory)

all within 1 kcal/mol with a 20 to 45 fold reduction in the computer time.

1 Introduction

In the computational modeling of an enzyme or solute-phase
reaction, the central task is to assess the free energy (FE) profile
for the entire reaction.!" Here, the most direct and accurate
approach would be to explore the free energy landscape using a
combined ab initio quantum mechanical molecular mechanical (AI-
QM/MM) Hamiltonian,” where atoms in the reactive region are
described by ab initio quantum mechanical (AI-QM) methods while
all other enzyme and solvent atoms are described by molecular
mechanics (MM) force fields. Indeed, direct AI-QM/MM free
energy simulations have been performed on several key enzymatic
reactions®2 and provided invaluable insights into the respective
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reaction mechanism.

Unfortunately, direct AI-QM/MM free energy simulations can be
extremely costly. For a typical enzyme reaction, the construction
of a reaction free energy profile usually requires 20-50 sampling
windows along the reaction pathway, each of which with 100 ps or
longer configuration sampling. Typically there are at least 50-100
QM atoms in the reactive region, a direct and well-converged Al-
QM/MM free energy simulation could thus easily require 250,000
or more CPU hours. Such simulations are beyond the routine use
of most computational and experimental chemists.

In this work, we focus on the indirect AI-QM/MM free energy
simulation methodology, as pioneered by Gao, Warshel and oth-
ers, 13115 for a substantial reduction in the computational cost of
AI-QM/MM free energy simulations. For a typical reaction, an
indirect AI-QM/MM simulation would involve three stages: (a)
configuration sampling and iterative pathway optimization with
a lower-level Hamiltonian (i.e. reference potential); (b) post-
processing analysis [using weighted histogram analysis method
(WHAM), L0 multistate Bennett acceptance ratio (MBAR), 17 um-
brella integration, 18 variational free energy profile!?2% methods,
etc] to acquire the lower-level reaction free energy profile; and (c)
thermodynamical perturbation®! to a target AI-QM/MM Hamilto-
nian to obtain a corrected free energy profile.

In recent years, semi-empirical QM/MM (SE-QM/MM) Hamil-
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tonians have been proposed by Ryde, Thiel and others to be used
as the reference potential in indirect AI-QM/MM reaction free en-
ergy simulations.>22 While very encouraging results have been
obtained from such “SE-QM/MM — AI-QM/MM” simulations, fur-
ther improvement to the methodology is needed before its routine

use in reaction free energy simulations.

In a recent publication,?3' we considered the third and final stage

of a “SE-QM/MM — AI-QM/MM?” indirect free energy simulation.
In particular, a theoretically rigorous weighted thermodynamical
perturbation analysis was proposed for the free energy correction,
which properly takes into consideration configuration weights
[from the post-processing analysis of the SE-QM/MM trajectories
using the MBAR method].

In this work, we will seek to improve another aspect of indirect
reaction free energy simulations — SE-QM/MM sampling. Clearly,
in these free energy calculations, we want all important configura-
tions on the AI-QM/MM potential energy surface to be sampled
during the SE-QM/MM simulation. But, most SE-QM/MM Hamil-
tonians display limited similarity (“overlap”) to AI-QM/MM ones,
which can lead to inadequate sampling of important AI-QM/MM
configurations and in turn cause slow convergence and low accu-
racy in the AI-QM/MM-corrected free energy results. As a way
to enhance the similarity, here we propose the use of reaction
pathway force-matching?® to calibrate semi-empirical QM mod-
els (against the target AI-QM model) for each specific reaction
of interest. With a re-parameterized semi-empirical PM3 model
(PM3%), for example, our indirect “PM3*/MM — B3LYP/MM”
simulations will be shown to reproduce B3LYP/MM free energy
profiles within 1 kcal/mol for four model condensed-phase reac-
tions, while retaining the computational efficiency of indirect free
energy simulations.

Overall, the force-matching indirect AI-QM/MM free energy
simulation methodology in this work provides a simple and ro-
bust alternative to several other strategies (such as machine-
learning,2>"27 non-equilibrium-work, %8 and multiple-time-step
approaches2?3%) for combining the use of SE-QM/MM and Al-
QM/MM Hamiltonians in reaction free energy simulations, and
to sequential sampling, 2132/ steered molecular dynamics®2, or
metadynamics4¢ approaches to directly accelerate AI-QM/MM
free energy simulations.

2 Method

2.1 Weighted Thermodynamic Perturbation

An indirect reaction free energy simulation starts from umbrella
sampling simulations using a low-level Hamiltonian. Due to the
high efficiency of the low-level method comparing to the high-level
method, this leads to more extensive samplings of the potential
energy surface within a finite amount of computer time. Then
the FE profile £ (1) and the corresponding uncertainty §%F (1)
at the low-level Hamiltonian, where 1’s are bin indices along the
reaction pathway, can be estimated by one of umbrella sampling
post-processing methods, such as WHAM, 18 MBAR, 17 umbrella
integration,'® and variational free energy profile1220 methods.
MBAR is the preferred method in our indirect free energy simula-
tions, because we are interested in not only the FE profile at the
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low-level Hamiltonian, but also the MBAR weight factor for each
frame in the umbrella sampling. In this work, the MBAR analysis
was carried out by using the pymbar program.

The weighted thermodynamic perturbation (TP) method?3 has
been proposed recently by some of us to estimate free energy (FE)
profiles at the ab initio QM/MM level by correcting the FE profiles
obtained from umbrella samplings with semi-empirical reference
potentials. A detailed description of the weighted TP method can
be found in the original paper, and only a brief introduction will
be presented here.

When the free energy difference AF(n) and the corresponding
uncertainty §2AF (1) between the high- and low-level Hamilto-
nians for each histogram bin is calculated by the weighted TP
method, frames in each bin are weighted by their weight factors
from the MBAR analysis instead of being weighted equally since the
frames are sampled from biased simulations. Then, the FE profile
at the high-level Hamiltonian can be obtained by adding the free
energy difference to the FE profile at the low-level Hamiltonian
for each bin of the histogram,

Fu(n) = FL(n) +AF(n). €))

To characterize the reliability of the TP calculations, the reweight-
ing entropy was computed. For bin 7, its reweighting entropy is
defined as®”

N
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Here wy (x;,) is the MBAR weight factor for the ith frame in bin
n, and Uy(x;,) and UL (x;,) are the potential energies for the ith
frame in bin 1 at high- and low-level Hamiltonians, respectively.

Generally speaking, TP calculations with larger reweighting en-
tropy lead to more reliable results. As all the one-sided methods
to estimate free energy differences, the reliability of the weighted
TP calculations heavily depends on the overlap in phase space
between the sampled (low-level) and target (high-level) Hamilto-
nians. So it is generally advisable to choose the low-level Hamilto-
nian that best resembles the high-level one.

In this work, we will start by using PM3 method® and the
B3LYP/6-31G* model®22l a5 the low- and high-level Hamiltoni-
ans, respectively, where limited overlap in phase space will be
found for some cases. The semi-empirical and ab intio single
point QM/MM calculations were carried out by using the sqm
program from the AmberTools16 package® and Q-Chem 4.4,44
respectively.

The FE profiles after the TP correction are usually prone to larger
noises than the underlying low-level ones, simply because over-
lapping between the neighboring windows in umbrella sampling
simulations can be more easily achieved than that between the
two Hamiltonians in TP calculations. Following our previous work,
Gaussian process regression (GPR)#2 was utilized to effectively
reduce the noise in the free energy profiles after the weighted TP



correction. The Gaussian process regression was performed using
the scikit-learn package.

2.2 Recalibrating SE-QM/MM Models with Force Matching

To improve the phase space overlap between the SE-QM/MM and
AI-QM/MM Hamiltonians, the semi-empirical parameters were re-
calibrated through the force matching technique. Following the Re-
action Path Force Matching (RP-FM)“4 procedure, 4 to 6 reference
configurations were randomly picked from the trajectory of each
window of the PM3/MM umbrella sampling simulations, yielding
144 - 192 configurations for each of the four reactions in this study.
Then the atomic forces in Cartesian coordinates were calculated
for the reference configurations using the AI-QM/MM Hamiltonian,
which would serve as the target data. Then the semi-empirical
parameters were optimized by minimizing the least-squares error
between the atomic forces (nuclear gradients of energy) calculated
from the SE-QM/MM and AI-QM/MM Hamiltonians, i.e.,

22=Y
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where the index i runs over all the atomic forces in the target
data. In this work, only the atomic forces on the QM atoms were
used for force matching. The Trust Region Reflective algorithm“®
as implemented in the SciPy package was used to perform the
least-squares minimization, where the parameters were bounded
between +£5% of their original values in the standard PM3 method.

In most AI-QM/MM calculations today, the QM-MM electrostat-
ics is usually undamped (although it has been suggested4Z). In
constrast, within the AmberTools17/SQM implementation of the
SE-QM/MM models, which is employed in this work, the electro-
statics interactions between SE-QM and MM regions were always
damped.4® Hereafter, we will use PM3-M to refer to a PM3/MM
model where the damping QM-MM electrostatics was weakened
(by setting qmi_oneBDD1, qmi_oneBDD2, and qmi_oneBDD3 to
0 in qm2_calc _rij_and eqns.F90). After force matching, the re-
calibrated models will be denoted as PM3* and PM3*-M, with
QM-MM electrostatics modified in the latter. The original PM3 and
calibrated PM3*-M parameters for the four reactions under study
are listed in Tables S1, S2, S3, S4 of the ESI. As shown in Table
the root-mean-square deviation in the PM3/MM forces on QM
atoms with respect to B3LYP/MM forces are reduced by 2 - 3 fold
after the recalibration.

3 Computational Details

3.1 Reaction Systems

Four well-studied reactions will be modeled in this work. Two
chemical reactions in aqueous solution from our previous work,%3
namely identity Sy2 reaction (CH;3Cl + CI” — CI” + CHj3CL,
Fig. [Ip) and intramolecular proton transfer in glycine from
the neutral form to the zwitterion form (NH,CH,COOH —>

NH;"CH,COO", Fig. ), were revisited in the current work. We
also studied Menshutkin reaction (NH; + CH3Cl — CH3NH5" +

CI', Fig. [Ip) in aqueous solution, and the Claisen rearrange-
ment of chorismate to prephenate catalyzed by chorismate mutase

(Fig. [Tk).

(a) CHsCl + CIF —3 CI" + CH4CI
(b) NHz + CHzCl ——» NH3CH3* + CI
o)
(©) A —
H,N  OH HN O

“0,C,,

COy
o O,
- OJ\COQ'

OH

Fig. 1 Reaction schemes for (a) identity Sy2 reaction, (b) Menshutkin
reaction, (c) glycine intramolecular proton transfer reaction, and (d) cho-
rismate mutase reaction.

The mechanism of these reactions are already well understood,
thanks to numerical experimental and computational investiga-
tions: identity Sy2,222703149555] Menshutkin, 26270564600 glycine
intramolecular proton transfer,22/>30168 and chorismate mu-
tase.©2774 This work focuses on the development of efficient simu-
lation protocols for generate AI-QM/MM-quality free energy pro-
files for these reactions, instead of the mechanisms.

3.2 C(lassical Simulations

For the aqueous systems, the solute was solvated by a TIP3PZ>
water sphere of radius 25 A, which is centered on the center atom
(the heavy atom closest to the center-of-mass) of the solute. For
the enzyme system, the initial structure was built on the X-ray
crystal structure (PDB ID: 2CHT) of Bacillus subtilis chorismate
mutase complexed with a transition state analog,®? which was
modified to the substrate chorismate manually, and solvated in a
cubic box of TIP3P water with an initial size of 82A x 82A x 82A.
Sodium counter ions were added to neutralize the system. The
solutes and ligand were modeled with general Amber force field
(GAFF), 78 whereas the enzyme was modeled using the AMBER
ff14SB force field.'””

Classical molecular dynamics simulations were first performed
to relax the environments with the heavy atoms in the solutes and
ligand restrained to their initial positions. For the aqueous systems,
no cutoff was used to truncate the non-bonded interactions, and a
harmonic wall potential with a force constant of 10kcalmol ' A~
was applied to the water molecules to prevent them from moving
too far from the center of the water sphere. For the enzyme
system, periodic boundary conditions were employed, and the
particle mesh Ewald (PME) method 78179 was used to treat the
electrostatic interactions, while the van der Waals interactions
were truncated at a cutoff of 12 A. For all the systems, the SHAKE
algorithm®? was used to constrain all bonds involving hydrogen
atoms, and a time step of 2fs was used for the MD integration.
Langevin dynamics was performed at 300 K for 500 ps and 2 ns for
the aqueous and enzyme systems, respectively.
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Table 1 Root-Mean-Square Errors of Atomic Forces in Cartesian Coordinates (kcal/mol/f\)a

reaction PM3 PM3-M PM3* PM3*-M
Sn2 10.53+£3.16 9.29+2.27 3.66+0.80 2.98+0.65
MEN 15.17+4.29 13.89+3.27 4.99+1.08 4.23+1.05
PT 18.58 +£2.14 19.34+2.31 5.34+1.00 5.23+0.99
CM 16.11+1.26 16.55+1.25 7.044+0.96 7.344+1.07

[a] The SE-QM/MM forces were calculated from 144-192 configurations sampled along the SE-QM/MM reaction pathways.

3.3 QM/MM Simulations

The starting structures for the SE-QM/MM MD simulations were
taken from the last frame of each of the classical simulation tra-
jectories. During the SE-QM/MM MD simulations, the solutes and
ligand were described by the PM3 semi-empirical method, while
the rest of the system was still described by the TIP3P/ff14SB force
fields used in the classical simulations. The SHAKE algorithm was
only applied to the MM subsystem, and the integration time step
was set to 1 fs.

For each of the aqueous systems, the center atom of the solute
was restrained to its initial position to keep the solute staying at
the center of the water sphere. For the enzyme system, the periodic
system was truncated around the ligand where the residues and
molecules whose atoms were all farther than 25 A from the center
atom of the ligand were removed from the system. The remaining
residues whose atoms were all farther than 20 A were restrained
to their starting positions, and the same harmonic wall potential
was applied to the remaining water molecules.

Umbrella samplings were used to estimate the free energy pro-
file along a predefined reaction coordinate. For all the systems,
the reaction coordinate was defined as 1 = dpeak — dform, Where
dpreak and dgory, Were the bond lengths of the breaking and forming
bonds, respectively. The centers of the harmonic biasing poten-
tials were evenly distributed with an interval of 0.1 A along the
region of interest of the reaction coordinate, and a fixed force
constant of the biasing potential was used for all the windows
of each system. For the Sy2 reaction, 48 windows were used
to cover 1 ranged from —2.35 to 2.35A, and the force constant
was set to be 250 kealmol~! A . For the Menshutkin reaction, 40
windows were used to cover 1 ranged from —1.95 to 1.95A, and
the force constant was set to be 300 kcalmol 1A~ For the glycine
intramolecular proton transfer reaction, 24 windows were used to
cover 7 ranged from —1.15 to 1.15A, and the force constant was
set to be 250 kcalmol ! Afz. For the chorismate mutase system, 40
windows were used to cover 7 ranged from —1.95 to 1.95A, and
the force constant was set to be 300 kcal mol~! 10\72.

Hamiltonian replica exchange molecular dynamics (HREMD)
was adopted to accelerate the convergence of the free energy
simulation, and attempts of exchanging the biasing potentials
between the neighboring windows were made every 100fs. The
systems were first equilibrated for 50 ps, and 100 ps production
runs were conducted where the Cartesian coordinates were saved
every 50 fs, which resulted in 2000 structures for subsequent MBAR
and weighted TP analyses.

To get reference values for the free energy profiles at ab intio
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level, we also performed AI-QM/MM umbrella sampling simula-
tions using DFT (B3LYP/6-31G*) as the QM method, during which
the systems were equilibrated for 50 ps for the aqueous system and
10 ps for the enzyme system, and the Cartesian coordinates were
saved every 50 fs for the 100 ps and 20 ps production runs for the
aqueous systems and the enzyme system, respectively. HREMD
was not used for the AI-QM/MM umbrella sampling simulations.
Both of the classical and semi-empirical QM/MM MD simula-
tions were performed by using the sander program®! from the
AmberTools17 package, whereas the ab intio QM/MM MD simu-
lations were performed by using the sander/Q-Chem interface.’82

4 Results

4.1 Identity SN2 Reaction: CH3Cl + CI” — CI” + CH3Cl
For the SE-QM/MM simulations with the standard PM3 parame-
ters, the direct SE-QM/MM barriers are significantly higher than
the direct AI-QM/MM barrier (Fig. and c). With recalibrated
PM3 parameters, the direct SE-QM/MM barriers are much closer
to the direct AI-QM/MM barrier (Fig. and d), but are still
over 2kcal/mol higher than the AI-QM/MM value. Comparing
Fig. 2h, b and Fig. 2k, d, respectively, it can been seen that the
direct SE-QM/MM barriers are increased when the damping of
QM-MM electrostatics are reduced. This is likely due to the in-
creased QM-MM electrostatic interactions stabilizing the reactant
more than the transition state, which has a smaller dipole mo-
ment than the reactant. Overall, direct SE-QM/MM cannot fully
recover the AI-QM/MM FE profile, even after a recalibration of the
SE-QM parameters, so TP calculations are still needed to obtain
AI-QM/MM-quality FE profiles.

After the SE-QM/MM FE profiles are corrected by using
weighted TP, all of them are in better agreement with the direct Al-
QM/MM FE profile. For the FE profile of the standard PM3 and the
standard QM-MM electrostatics, the barrier is still over 1 kcal/mol
higher than the direct AI-QM/MM one (Fig.[2h and Table[2), and
the uncertainty is relatively large (0.7 kcal /mol, Table[2)), which is
in accordance with the relatively small reweighting entropies and
the number of effective samples (Fig. S2a). When the recalibrated
PM3 was used with the standard QM-MM electrostatics, the barrier
difference is well within 1 kcal/mol. However, the uncertainty is
still a bit high. Surprisingly, the indirect FE profile of the stan-
dard PM3 and the modified QM-MM electrostatics can already
achieve good agreement with the direct Al FE profile, which sug-
gests that part of the discrepancy between the AI-QM/MM and
SE-QM/MM arises from the QM-MM electrostatics. The best result
can be obtained by the recalibrated PM3 and the modified QM-MM



Table 2 Free Energy Barriers (in kcal/mol) for CH3Cl + CI~ — CI™ + CH3Cl (Sy2), Menshutkin Reaction (MEN), Glycine Intramolecular Proton Transfer

Reaction (PT), and Chorismate Mutase Reaction (CM)

B3LYP
reaction direct PM3 direct PM3*-M indirect from PM3 indirect from PM3*-M direct
Sn2 25.1+0.1 24.440.1 23.0+£0.7 21.8+0.3 21.5+0.1
MEN 28.7+0.2 23.2+0.1 21.9+2.7 15.7+0.3 15.3+£0.1
PT 23.1+£0.1 4.2+0.1 3.34+0.7 29403 29+0.1
CM 33.7+0.1 13.0+£0.1 182+1.0 11.5+0.7 12.1+£0.2
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Fig. 2 Direct and indirect FE profiles for identity Sy2 reaction estimated by
using SE-QM/MM Hamiltonians where (a) PM3, (b) PM3*, (c) PM3-M, and
(d) PM3*-M are used as the QM method. The direct AI-QM/MM results
are also shown for comparison. All the indirect FE profiles are smoothed
by Gaussian process regression, and the unsmoothed FE profiles are
presented in Fig. S1.

electrostatics (Fig.[2d and Table[2), which reproduced the entire
AI-QM/MM FE profile almost perfectly.

It should be noted that the estimated direct AI-QM/MM free en-
ergy barrier (21.5 kcal/mol) is 5 kcal/mol lower than the value of
26.5 kcal /mol determined from the experimental rate constant, 42
and the direct PM3 free energy barrier (25.1kcal/mol) seems to
have a better agreement with the experimental value. However, it
does not mean PM3 is more reliable than B3LYP/6-31G* for this
system, and the better agreement might come from a cancellation
of errors. In general, to achieve good and reliable agreement with
the experiments, more sophisticated functionals (such as M06-
2X,83 »B97X-D,%4 and wB97X-VE>) and larger basis sets might be
needed (see improved results in Table S5 with these functionals
for both identity Sy2 and Menshutkin reactions). However, the
objective of the current study is to reproduce target AI-QM/MM
results with only SE-QM/MM sampling, and reproducing the ex-
perimental values is not a focus in this work.

4.2 Menshutkin Reaction: NH; + CH3Cl — CH3NH3" + CI”

Similar to the CH3Cl + CI” — CI” + CH3Cl reaction, the direct
SE-QM/MM simulations for the Menshutkin reaction with the
standard PM3 parameters and the standard QM-MM electrostatics

Reaction Coordinate (A)

Fig. 3 Direct and indirect FE profiles for Menshutkin reaction estimated by
using SE-QM/MM Hamiltonians where (a) PM3, (b) PM3*, (c) PM3-M, and
(d) PM3*-M are used as the QM method. The direct AI-QM/MM results
are also shown for comparison. All the indirect FE profiles are smoothed
by Gaussian process regression, and the unsmoothed FE profiles are
presented in Fig. S3.

(Fig. 3@ and Table [2) also overestimated the free energy barrier
comparing to the direct AI-QM/MM. On the other hand, the pre-
dicted reaction free energy was too low. By reducing the damping
of the QM-MM electrostatics, both free energy barrier and reaction
free energy were closer to the AI-QM/MM ones (Fig. ). Further,
after recalibrating PM3 parameters, the barriers were slightly re-
duced for both cases (Fig. and d). However, the reaction free
energies became higher than the AI-QM/MM ones after switching
to the recalibrated PM3 parameters.

After applying weighted TP corrections, the indirect FE profile of
the standard PM3 and the standard QM-MM electrostatics failed to
reproduce the AI-QM/MM one in this case, which is consistent with
the low reweighting entropies and the small number of effective
samples around the barrier region (Fig. S4a). Better agreement
was observed for the indirect FE profile with the recalibrated
PM3 model and the standard QM-MM electrostatics (Fig. ) and
the indirect FE profile with the standard PM3 model and the
modified QM-MM electrostatics (Fig. ), which is consistent with
the reweighting entropies and the number of effective samples
(Fig. S4b and c). Finally, the indirect FE profile of the recalibrated
PM3 and the modified QM-MM electrostatics almost perfectly
reproduced the direct AI-QM/MM one (Fig. ), even before GPR
smoothing was applied (Fig. S3d).
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4.3 Glycine Intramolecular Proton Transfer Reaction:
NH,CH,COOH —> NHj3" CH,COO~
10 (a) PM3 —— direct Al 1 (b) PM3* —— direct Al
= direct SE direct SE
5] —4—indirect Al ——indirect Al
3 043
£
S -51
=
>
>
OC) 104 (c) PM3-M —— direct Al 1(d) PM3*-M —— direct Al
w {— direct SE direct SE
[ —+— indirect Al —— indirect Al
o 5]
[T
O.
-5 -

B N R AT R
Reaction Coordinate (A)

Fig. 4 Direct and indirect FE profiles for glycine intramolecular estimated
by using SE-QM/MM Hamiltonians where (a) PM3, (b) PM3*, (c) PM3-M,
and (d) PM3*-M are used as the QM method. The direct AI-QM/MM results
are also shown for comparison. All the indirect FE profiles are smoothed
by Gaussian process regression, and the unsmoothed FE profiles are
presented in Fig. S5.

The direct SE-QM/MM FE profile of the standard PM3 param-
eters and the standard QM-MM electrostatics (Fig. Eh) predicts
a very high barrier and incorrect reaction free energy since the
zwitterion form of glycine should be the dominant state in aque-
ous solution. Interestingly, by simply reducing the damping of
the QM-MM electrostatics, the correct reaction free energy can
be recovered (Fig. ) with direct SE-QM/MM, which suggests
that the zwitterion and water interaction might be too weak in
the standard QM-MM electrostatics of SE-QM/MM because of the
damping. However, the free energy barrier is still too high and
not fixed by reducing the damping. When the recalibrated PM3
was used with the standard QM-MM electrostatics (Fig. ), the
barrier was largely reduced, though still higher than the direct
AI-QM/MM barrier, and the relative free energy of the zwitterion
form of glycine is still overestimated. When the modified QM-MM
electrostatics was applied, the transition state and the product
(zwitterion) were further stabilized in the direct recalibrated PM3
FE profile, which is already in a qualitative agreement with the
direct AI-QM/MM one, even before the TP correction (Fig. ).

After applying TP corrections, the indirect FE profiles of the re-
calibrated PM3 are in good agreement with the direct AI-QM/MM
one even before smoothing (Fig. S5b and d), whereas the ones of
the standard PM3 show large fluctuations, which is consistent with
the reweighting entropies and the number of effective samples
(Fig. S6). After smoothing by Gaussian process regression, the
predicted barriers of all the methods are well within 1 kcal/mol
from the direct AI-QM/MM one, though the ones of the standard
PM3 carry large uncertainties in the barriers. Similar to the Sy2
reaction, the best result came from the recalibrated PM3 and the
modified QM-MM electrostatics, which predicted a nearly identical
barrier (Table[2) as the direct AI-QM/MM and the whole FE profile
can be overlay onto the direct AI-QM/MM one almost perfectly
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(Fig.[4d).

4.4 Chorismate Mutase

Similar to the Sy2 reaction, the direct SE-QM/MM FE profile of the
standard PM3 parameters and the standard QM-MM electrostatics
(Fig.[5h) predicts a very high barrier but relatively accurate reac-
tion free energy. In this case, reducing the damping of the QM-MM
electrostatics does not change the overall direct SE-QM/MM FE
profile much (Fig. [5), which is expected since there is no large
charge separation during the chorismate mutase reaction. After
applying the TP correction, the barriers are much closer to the
direct AI-QM/MM profile (Fig.|5h and c), however, the differences
are still at 4-6kcal/mol, and the fluctuations in the unsmoothed
FE profile (Fig. S7a and c) are quite large, which is consistent
with the relatively small reweighting entropies and the number of
effective samples (Fig. S8a and c).

(a) PM3 —— direct Al (b) PM3* —— direct Al
~—}— direct SE ~—— direct SE
20 —t— indirect Al 1 —}— indirect Al
S 01
S
=
S
<201 -
>
>
8 (c) PM3-M —— direct Al (d) PM3*-M —— direct Al
w ~—4— direct SE ~—}— direct SE
o 20 —t— indirect Al 1 —}+— indirect Al
i
04
—20 1 \_,
-2 0 2 2 0 2

Reaction Coordinate (A)

Fig. 5 Direct and indirect FE profiles for chorismate mutase reaction
estimated by using SE-QM/MM Hamiltonians where (a) PM3, (b) PM3*,
(c) PM3-M, and (d) PM3*-M are used as the QM method. The direct Al-
QM/MM results are also shown for comparison. All the indirect FE profiles
are smoothed by Gaussian process regression, and the unsmoothed FE
profiles are presented in Fig. S7.

With the recalibrated PM3, the direct SE-QM/MM FE barriers
are very close to the direct AI-QM/MM ones. Actually the part of
the profiles on the reactant side are in very good agreement with
each other, while the agreement of the profiles on the product
side are much less satisfactory, which suggests that it is difficult
for the direct SE-QM/MM calculations to reproduce the whole
AI-QM/MM profile with one set of parameters within the search
space of the current study. Fortunately, the AI-QM/MM profile
can be recovered after the TP corrections were applied, despite
of the large difference of free energy on the product side. It
should be noted that the results of the chorismate mutase reaction
have larger uncertainties compared with the other two reactions,
so longer simulations might be desired to achieve more precise
results. Also the deviation of the barrier seems larger than the
other two reactions, even though still within 1 kcal/mol. However,
it should be taken into consideration that the direct AI-QM/MM
simulations for the chorismate mutase reaction have much shorter



Table 3 Estimated CPU Time (in 10> h) for the Computation of Free Energy Profiles for CH3Cl + CI~ — CI™ + CH3Cl (Sn2), Menshutkin Reaction
(MEN), Glycine Intramolecular Proton Transfer Reaction (PT), and Chorismate Mutase Reaction (CM)

B3LYP
reaction direct PM3 direct PM3* indirect from PM3 indirect from PM3* direct?
Sn2 1.3 1.9 1.5 2.1 51.9
MEN 1.1 1.7 1.3 1.9 45.1
PT 0.6 1.0 0.8 1.2 26.0
CM 1.8 2.7 4.0 4.9 44.7

2 For direct B3LYP simulations, the CPU time correspond to 100 ps simulation time per window for Sy2, MEN, and PT, and 20 ps simulation time per

window for CM.

simulation time than the other reactions, so the precision of the
barrier is not as high as the other reactions.

4.5 Computational Expense

The estimated CPU times for the computations of the direct and in-
direct QM/MM free energy profiles at the B3LYP/6-31G* level are
listed in Table[3} For direct PM3*, the CPU time includes the time
to generate the training structures using the standard PM3 model,
compute AI-QM/MM forces for those structures, and calibrate the
PM3 parameters with force matching, in addition to the cost to
perform SE-QM/MM sampling and postprocessing. For indirect
profiles, the CPU time includes the cost of the corresponding di-
rect SE-QM/MM profiles and the cost to compute the single point
energies at B3LYP/6-31G* for the saved configurations. Since
the SE-QM/MM and AI-QM/MM calculations do not scale at the
same rate with respect to the size of the QM subsystems, there is
an optimal way to allocate the resources between the sampling
and reweighting phases. In this study, we chose to sample the
configurations at the same rate and use the same length of the
simulation time for both AI-QM/MM and SE-QM/MM simulations,
except for AI-QM/MM simulations for chorismate mutase reaction
which has 1/5 of the simulation time as the other simulations.
For the systems with smaller QM subsystems (6 atoms for Sy2,
9 atoms for MEN, and 10 atoms for PT), we can see roughly 25-
fold accelerations. For CM, which has a larger QM subsystem (24
atoms), the efficiency enhancement would be about 45-fold, had
the same length of AI-QM/MM simulations been performed.

5 Discussion

5.1 Recalibration of the SE-QM Method Improves the Config-
urational Sampling

To acquire accurate reaction free energy profiles with either single
Hamiltonian or dual Hamiltonians, one needs (a) an adequate sam-
pling of important configurations within each sampling window;
and (b) accurate relative energies (and thus Boltzmann weights)
among these configurations. These two factors are simultaneously
ensured in direct AI-QM/MM simulations.

Through the use of TP, indirect “SE-QM/MM — AI-QM/MM”
free energy simulations can only ensure accurate relative en-
ergy/weights among collected configurations. Therefore, the ac-
curacy of such indirect simulations is entirely dependent on the
sampling. As shown in Fig[f] PM3/MM simulations sample the

reactant/product regions for all four reactions reasonably well.
Therefore, after weighted TP corrections, the indirect simulations

well reproduced reaction free energies [Figs. [2h, B, [, [BR].
However, the PM3/MM simulation pathway deviated substan-
tially from the target AI-QM/MM pathways around the transition
state region. As a result, indirect “PM3/MM — B3LYP/MM” simula-
tions systematically overestimated the free energy barrier heights by
1.5, 6,6, 0.4, and 6.1 kcal/mol, respectively, for the four reactions

[Table [2] and Figs. [2h, B, [4k, [Bhl.

(@ 40 —— B3LYP
: PM3
< 351 —— PM3*-M
o
9
S

2.025 3.0 35 4.0 1.0 1.5 2.0

do—cn (A) dio (A)
(©) 4.0/ —— B3LYP (d) 35 —— B3LYP
PM3 PM3
_ 357 —— PM3*-M — 3.0 —— PM3*M
< i
— 3.0 >
z o5 © 2.5
s 2 S,
2.0 A1 :
151 1.51
1.52.0253.0354.0 15 20 25 3.0 35
do—ci (A) de—o (A)

Fig. 6 Average lengths of the breaking and forming bonds in each window
of the umbrella sampling simulations for (a) identity Sy2 reaction, (b)
Menshutkin reaction, (c) glycine intramolecular proton transfer reaction,
and (d) chorismate mutase reaction. Note that the pathways show only
the sampling of the bond lengths, and do not correspond to the minimum
free energy pathways.

Figlf| clearly shows that a force-matching recalibration of the
PM3 method substantially improved the sampling. As a matter
of fact, it brought us nearly perfectly to AI-QM/MM sampling
space for three aqueous reactions (Sy2, Menshutkin, and glycine
proton transfer). For the chorismate mutase reaction, the PM3*-
M/MM simulation also sampled configurations much closer to
the AI-QM/MM pathway. However, for this reaction, it was much
more challenging to reparameterize the PM3 method for the post-
transition-state configurations.
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5.2 Assessment of the Quality of Our Indirect Free Energy
Simulations

Direct AI-QM/MM free energy barriers and pathways, which are
used to assess the quality of our indirect “SE-QM/MM — Al-
QM/MM” simulation of model reactions, will not be readily avail-
able in the study of other enzyme reactions. Therefore, here we
will discuss a few other criteria to judge the quality of indirect free
energy simulations.

First, a reliable TP-corrected free energy profile should be
smooth enough without Gaussian process regression, which is the
case for PM3*-M-based profiles in Figs. S1(d), S3(d), S5(d), and
S7(d). Second, the reweighting entropy (defined in the method
section) should be high enough. A threshold of 0.65 was rec-
ommended by some of us for solvation free energy calculations.
Given the satisfactory PM3*-M-based indirect free energy profiles
for three aqueous reactions, this threshold can probably be low-
ered to 0.2 for each bin along the reaction pathway (Figs. S2, S4,
and S6). Caution should thus be taken for cases, such as the cho-
rismate mutase reaction, where some reweighting entropy values
are lower than 0.2.

Third, observing that Kish’s effective sampling size
necessarily an integer, we have used an alternative definition,
which corresponds to the smallest number of frames (within each
bin) that brings us within 0.05 kcal/mol of the free energy correc-
tion (of that bin). As shown in Figs. S2, S4, S6 and S8, for some
bins, a single frame can dominate the free energy correction to
the standard PM3 model. For three aqueous reactions, the number
of effective samples has increased to over 20 for all bins. On the
other hand, even when a PM3*-M method is used, a single frame
can still dominate the chorismate mutase reaction free energy
correction in some bins.

86187l is not

0.3

(a) Sn2 1 PM3 (b) MEN 1 PM3
o 1.4 PM3*-M PM3*-M
02 0:1.9
g% ”‘7/\ 0143
g L J K
[0
200 . . - . :
=
F 03
] (c) PT 1 PM3 (d) CM 1 PM3
g PM3*-M PM3*-M
8- 027 o 15
0.1 yf‘%\ 01 4N Loy,
0:5.1 4 )
00 10 0 10 — \\&

10 0 10
Uni-am/mm — Use—am/mm (kcal/mol)

Fig. 7 Histograms of the relative energy differences between Al-QM/MM
and SE-QM/MM Hamiltonians for (a) identity Sn2 reaction, (b) Menshutkin
reaction, (c) glycine intramolecular proton transfer reaction, and (d) cho-
rismate mutase reaction. The standard deviation (o, in kcal/mol) is shown
for each distribution of difference energies.

Lastly, several groups have suggested an analysis of the distri-
bution of relative energy differences.87%2 It was recommended
that its standard deviation, o, should be lower than 1.7 kcal/mol
(~ 7 kJ/mol),®% or 2.4 kecal/mol (~ 4 kgT)'? for reliable TP cal-
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culations. The distribution of high-level and low-level energy
differences for four systems in this study is shown in Fig. |7} The
standard deviation is less than 2.4 kcal/mol for three aqueous re-
actions, whereas it is larger than the threshold for the chorismate
mutase reaction. This is consistent with our observation based on
all other criteria. Another criterion, I1, as developed by Wu and
Kofke,?Y has yet to be analyzed for the reactions under study.

6 Conclusions

We proposed the recalibration of SE-QM models for a specific aque-
ous or enzyme reaction of interest, before performing an indirect
AI-QM/MM free energy simulation of the reaction. For three aque-
ous reactions (Sy2, Menshutkin, and glycine proton transfer) and
one enzyme reaction (Claisen rearrangement within chorismate
mutase), we recalibrated the simple PM3 semi-empirical model
for each reaction. The use of a recalibrated PM3 model in indirect
simulations allowed us to

* shift SE-QM/MM simulation sampling closer to the Al-
QM/MM reaction pathway,

* reproduce the free energy barriers of all four reactions within
1.0 kcal/mol,

* reduce the computer time by 20 — 45 fold as compared to
direct AI-QM/MM simulations.

For future indirect AI-QM/MM reaction free energy simulations
based on recalibrated SE-QM models, it was suggested to examine
the smoothness of raw TP-corrected free energy profiles, compute
reweighting entropies and the number of effective samples, and to
analyze the distribution of relative energy differences to assess the
quality of indirect free energy results.

The proposed simple strategy is expected to be valid for the
modeling of many other enzyme systems, well beyond the four
model reactions in this study. But, instead of using the difference
between two bond distances as the reaction coordinate, finite-
temperature string methods??192 will be needed to describe the
reaction pathway.

There will certainly be difficult cases, where, even with a recal-
ibration, a single SE-QM model is not sufficiently flexible to de-
scribe configurations along the entire react pathway. In those cases,
more sophisticated strategies, such as accelerated dynamics, 22732
sequential sampling, 132/ and multiple-time-step approaches,22:30
will be needed to accelerate direct AI-QM/MM simulations.
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