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Accurate hydrogen placement in molecular modeling is crucial for studying the interactions and dynamics of
biomolecular systems. It is difficult to locate hydrogen atoms from many experimental structural characteri-
zation approaches, such as due to the weak scattering of x-ray radiation. Hydrogen atoms are usually added
and positioned in silico when preparing experimental structures for modeling and simulation. The carboxyl
functional group is a prototypical example of a functional group that requires protonation during structure
preparation. To our knowledge, when in their neutral form, carboxylic acids are typically protonated in the
syn conformation by default in classical molecular modeling packages, with no consideration of alternative
conformations, though we are not aware of any careful examination of this topic. Here, we investigate the
general belief that carboxylic acids should always be protonated in the syn conformation. We calculate and
compare the relative energetic stabilities of syn and anti acetic acid using ab initio quantum mechanical
calculations and atomistic molecular dynamics simulations. We show that while the syn conformation is the
preferred state, the anti state may in some cases also be present under normal NPT conditions in solution.

I. INTRODUCTION

The carboxyl functional group, –COOH, is widespread
in nature and highly biochemically relevant. It is present
in amino acids that compose proteins, fatty acids of
cell membranes, and naturally occurring organic com-
pounds (e.g., niacin, citric acid, biotin). This group is
very common in medicinal compounds, found in over 450
marketed drugs including nonsteroidal anti-inflammatory
drugs (e.g., aspirin, ibuprofen), antibiotics (e.g., peni-
cillin) and cholesterol-lowering statins (e.g., atorvastatin
(Lipitor)).1,2 The presence of the hydrophilic carboxyl
moiety on organic compounds can confer high solubility
in water,3–5 which can be important to consider when de-
signing new chemical reactions or developing new medic-
inal compounds. This group can also have important im-
plications for pharmaceutical drugs; for example, drugs
with a carboxyl functional group can be more metabol-
ically unstable6 or have more difficulty diffusively cross-
ing membranes.1,6 Given the carboxyl group’s ubiqui-
tous presence in nature and its importance as a func-
tional group, understanding its conformational prefer-
ences in various settings is fundamental for the design,
modification, and property prediction of new and exist-
ing molecules.

The preferred orientation of hydroxyl in the carboxyl
functional group in solution is a matter of some debate,
even for acetic acid, an archetypal carboxylic acid. The
two equilibrium conformations are denoted syn (Figure
1(a)), where the O=C–O–H dihedral angle is defined here
to be 0◦, and anti (Figure 1(b)), where the O=C–O–H
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Figure 1: Lewis structure of acetic acid in (a) syn and
(b) anti conformation.

dihedral angle is defined here as 180◦. It is widely be-
lieved that the preferred conformation of carboxyl is the
syn arrangement, from which there is a large energetic
penalty to reach the anti arrangement. The reasoning
behind this idea lies in the perceived extra stability of
intramolecular hydrogen bonding that occurs in the syn
structure. This belief is supported by a number of exper-
imental and theoretical studies done in gas phase, and
there is no doubt that this is the preferred conformation
in the gas phase.7–11

The orientational preference of COOH is considerably
more complex outside of gas phase. While some workers
remain convinced that syn will be more stable, a vari-
ety of evidence indicates that this may not always be
the case. A recent review article12 discusses the com-
petition between intramolecular and intermolecular hy-
drogen bonds in solution, stating that an intramolecular
hydrogen bond may be disrupted in protic solution, such
as water, when the increase in internal energy is offset
by two or more solute-solvent intermolecular hydrogen
bonds. Another study found that the carboxyl group
has no strong preference, kinetically and thermodynami-
cally, for the syn (or anti) conformation in proton trans-
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fer catalysis.13 The anti state may also be important to
consider when calculating solvation free energies.14 Fi-
nally, the anti conformation is not insignificantly rep-
resented in structures from the Cambridge Structural
Database,15 supported by related crystallographic and
theoretical charge density studies.16,17

Past work investigating acetic acid in solvent pre-
dominantly considers the syn state such as in studies
characterizing hydrogen-bonding interactions of acetic
acid microhydrates using DFT-B3LYP calculations,18 or
assessing the dimer form in various stages of hydra-
tion theoretically19,20 and experimentally.21 One recent
work examining solvent stabilization using DFT-ωB97X-
D calculations22 indicates that water may modulate the
conformational preferences of acetic acid; however, to
our knowledge there has not been a systematic investiga-
tion of the preferred conformational state of the carboxyl
group in solution. We believe that this collection of evi-
dence on the orientational preference of COOH in solvent
lacks a clear, definitive answer on whether both confor-
mational states of the carboxyl group may reasonably be
populated in normal aqueous solution when this group is
in its neutral protonation state.

In this work, we aim to understand the relative con-
formational stability and energetic barrier for carboxyl
functional group interconversion in both gas and aque-
ous phases. We present our investigation on monomeric
acetic acid using both ab initio quantum mechanical
(QM) calculations and atomistic molecular dynamics
(MD) simulations.

II. METHODS

Past gas phase QM studies clearly indicate a prefer-
ence for the syn structure of the COOH group such as
in acetic acid. However, classical all-atom MD simula-
tions show that both are equally favorable in solution, at
least with the energy model (“force field”) employed.14

This could be a real effect of water on the conformational
preferences, or a limitation of the force field employed.
Therefore, we need to examine a more intermediate re-
gion between gas phase QM and solution-phase atomistic
MD to settle the issue more definitively. Specifically, we
look at QM in solvent (implicit, and with explicit waters)
as well as QM data of snapshots pulled from MD simu-
lations, while on the MD end, we consider the effects of
force field as well as solvation state.

We present an overview of our approach then discuss
the methods in further detail. A torsion drive was con-
ducted on acetic acid over the aforementioned dihedral
angle. We conduct restrained geometry optimizations
using two different QM methods, each with and without
the presence of implicit solvent. Then, we perform QM
geometry optimizations on microhydrated configurations
of the syn and anti structures of acetic acid with three
explicit waters in implicit solvent. Our final work on
the QM front involved a set of geometry optimizations

on pentahydrated acetic acid with varied water config-
urations obtained from MD simulations. We compared
these energies for both syn and anti structures.

On the MD side, we compute a series of free en-
ergy landscapes, also known as potentials of mean force
(PMFs), from driving the relevant torsion in acetic acid.
We evaluated the sensitivity of these one-dimensional free
energy surfaces to the force field, partial charge assign-
ment, and solvation state. We consider the force field
because this factor is likely to vary among users running
MD simulations. The partial charge set assigned to a
solute depends on the initial conformation and is typi-
cally fixed throughout MD simulations, so we investigate
potential implications of choosing one set or another. Fi-
nally, we compare the results of gaseous and aqueous
phases to shed light on how reasonably the syn and anti
states may be occupied in either scenario.

A. Ab initio torsion drive of acetic acid

Acetic acid configurations of the carboxyl O=C–O–H
dihedral angle were generated and used as input for both
QM torsion drives and MD umbrella sampling simula-
tions. The dihedral angle was rotated using VMD23 in
15◦ increments from 0◦ to 360◦, yielding 24 total confor-
mations.

The QM torsion drives were run using Turbomole ver-
sion 7.124 with two different levels of theory: HF/6-31G*
and TPSSh-D3BJ/def2-TZVP. The former method, us-
ing Hartree-Fock reference25 with the Pople 6-31G* ba-
sis set,26,27 was chosen for consistency with the meth-
ods often employed in parameterization of force fields
used for molecular simulation.28 This low level method
also provides historical perspective contributing to the
strong bias favoring the syn conformation of the car-
boxyl group. Taking a more rigorous approach, we em-
ployed the TPSSh hybrid functional29 with Grimme’s D3
dispersion correction30 and Becke-Johnson damping,30

in combination with the Karlsruhe triple-zeta basis set
def2-TZVP.31 We also run calculations in implicit sol-
vent with each of the aforementioned methods using the
conductor-like screening model (COSMO) with outlying
charge corrections.32

B. Ab initio unrestrained geometry optimization of
microhydrated acetic acid

In addition to the QM torsion drives, we evaluate rela-
tive energies of the syn and anti conformations of acetic
acid in the presence of explicit waters. We first consider a
microhydrated state with three explicit waters arranged
to maximize hydrogen bonding to acetic acid. These
water molecules were placed in separated positions sur-
rounding acetic acid around each of the syn and anti con-
formers using Pymol.33 Two water molecules were placed
on either side of the carbonyl group, and one was placed
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in line with the hydroxyl group (see supplementary in-
formation).

For each system, a quick MM optimization was per-
formed via OpenEye’s OEChem Python Toolkit34 using
the MMFF94S force field.35 Subsequently, a two-stage
gas phase optimization was completed with the Psi436

software package. Geometries obtained from the first
level of theory, MP2/def2-SV(P),31,37 were used as in-
puts for QM optimization on the subsequent level of the-
ory, B3LYP-D3MBJ/def2-TZVP.31,38 Finally, QM opti-
mization with solvation was performed using the Tur-
bomole version 7.124 software package with COSMO-
TPSSh-D3BJ/def2-TZVP.29–32

C. Ab initio geometry optimizations from molecular
dynamics configurations

We sample various configurations of water molecules
around acetic acid by running separate MD simula-
tions of the syn and anti conformations in a box of
TIP3P water molecules. The structures were solvated
using Antechamber39 with in an cubic box with TIP3P
waters,40 such that the minimum distance between the
solute and the edge of the periodic box was 12 Å. Dy-
namics were run using GROMACS version 5.0.4 with the
leap-frog stochastic dynamics integrator and a 2 fs time
step. We use a Langevin thermostat for the temperature
at 298.15 K with a frictional constant of 2.0 ps-1. The
pressure was maintained at 1 atm using the Parrinello-
Rahman pressure coupling scheme with a time constant
of 10 ps-1 and an isothermal compressibility of 4.5×10-5

bar-1. These systems were simulated with 2500 steps
of steepest descent minimization, 50 ps constant volume
and temperature (NVT) equilibration, 5 ns of constant
pressure and temperature (NPT) equilibration, and then
5 ns of NPT production. Trajectory snapshots were ex-
tracted of the most similar configurations for acetic acid
and its five closest waters using a root-mean-square de-
viation clustering of geometries with a 2 Å cutoff. This
yielded 14 snapshots for the penta-hydrated syn confor-
mation and 17 snapshots for the penta-hydrated anti con-
formation. Each snapshot was MM-optimized via Open-
Eye’s OEChem Python Toolkit34 using the MMFF94S
force field,35 then subsequently QM-optimized using Tur-
bomole version 7.124 with COSMO-TPSSh-D3BJ/def2-
TZVP.29–32

D. MD simulations with umbrella sampling along carboxyl
dihedral angle

We used umbrella sampling41 molecular dynamics
to compute a potential of mean force (PMF) to ana-
lyze the free energy landscape projected onto this one-
dimensional coordinate. We compared MD results with
the GAFF42 and GAFF243 classical all-atom force fields,
with partial charges assigned by the AM1-BCC44 ap-

proach. We consider effects of the solute partial charges
in the MD simulations by carrying out MD simulations
with AM1-BCC charges assigned from the syn configu-
ration as well as charges assigned from the anti configu-
ration. Energetics were examined in gas phase, then in
solvent using explicit TIP3P water molecules.40

These simulations were run using GROMACS version
5.0.4.45 Each acetic acid configuration generated in VMD
was set with partial charges from the AM1-BCC charge
model44 on the syn (0◦) conformation as implemented in
OpenEye’s Python toolkits.34 The partial charges of the
solute depend on initial configuration, so we also con-
sider the anti (180◦) conformation for computing partial
charges. The O=C–O–H dihedral angle was restrained
in both gas phase and aqueous MD simulations, using a
harmonic force constant of 300 kJ/mol/(rad2) (approxi-
mately 0.022 kcal/mol/(deg2)).

For the gas phase simulations, the reference tempera-
ture of 298.15 K was maintained using Langevin dynam-
ics with a frictional constant of 1.0 ps-1. Maintaining
the GROMACS parameters described earlier, the sys-
tems underwent steepest descent minimization over 2500
steps, NVT equilibration for 50 ps, and NVT production
for 1 ns.

For the explicit solvent simulations, each of the 24 con-
figurations was solvated using Antechamber39 within an
isometric box with TIP3P waters,40 such that the min-
imum distance between the solute and the edge of the
periodic box was 12 Å. Other MD simulation settings
remained the same as previously described in the sec-
tion “Ab initio geometry optimizations from molecular
dynamics configurations.” These systems were simulated
with 2500 steps of steepest descent minimization, 50 ps
NVT equilibration, 50 ps NPT equilibration, and 5 ns
NPT production. The configurations with dihedral angle
around 270◦ seemed not converged, so six conformations
were extended 5 ns for a total of 10 ns each: 65◦, 90◦,
105◦, 255◦, 270◦, 285◦. However, there was little to no
change in the resulting PMFs.

Analysis of all umbrella sampling simulations was com-
pleted with MBAR algorithm46 to produce the potentials
of mean force (PMFs) for rotation of the carboxyl dihe-
dral angle.

III. RESULTS AND DISCUSSION

Results from both QM and MD approaches support
the general understanding and former work that syn is
favored in gas phase. They also indicate that the anti
conformation may also be populated to a significant ex-
tent in water. We address our QM results first and then
discuss MD results.
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Figure 2: QM torsion drive of acetic acid carboxyl
dihedral angle for HF and TPSSh methods. In each

case, implicit solvation with COSMO reduces the energy
barrier and the relative minima energy to 5-7 kcal/mol

and 2-3 kcal/mol respectively. The black points are final
energies from geometry optimizations of trihydrated
acetic acid with COSMO-TPSSh-D3BJ/def2-TZVP.

A. Ab initio torsion drive of acetic acid

Our QM calculations in gas phase and implicit solvent
show that syn is highly favored in the gas phase but the
difference becomes less significant in solvent. From the
torsion drive obtained via ab initio QM calculations, the
syn-anti energy difference is 7.14 kcal/mol with the ba-
sic HF/6-31G* method and decreases to 5.24 kcal/mol
with the higher level of theory using the TPSSh func-
tional (Figure 2). With COSMO, a similar trend is seen
in which the higher level of theory yields a smaller energy
difference between the syn and anti structures. With ei-
ther level of theory, adding implicit solvent significantly
lowers the relative energy difference between syn and anti
from 5-7 kcal/mol to 2-3 kcal/mol. A 5-7 kcal/mol differ-
ence is large enough that such configurations would occur
only extremely rarely, whereas 2-3 kcal/mol is enough
that such conformations will occur sporadically in solu-
tion (3-7% of the time) and could potentially easily be
stabilized by interactions with a nearby receptor or other
biomolecule with a strain energy no larger than that re-
ported in many binding interactions,47,48 making it po-
tentially relevant functionally.

We now turn our focus to the energy barrier from the
syn state to the anti state. This feature is not partic-
ularly critical in molecular simulation, as in most cases
systems will be at equilibrium given sufficient relaxation
time and sampling. That being said, the energy bar-
rier has implications for interconversion between the two
states. One conformation may be more structurally rel-

evant than the other in certain scenarios, and a modeler
may wish to achieve an accurate representation of the
populations of both conformations. The barrier asso-
ciated with the rotation of the carboxyl dihedral angle
determines how easy it is to interconvert between and
sample different conformations. From our QM results,
we see a large energetic cost or barrier of 13-14 kcal/mol
separating the syn form from the anti form in gas phase.
Solvation with COSMO reduces this barrier height to
around 11 kcal/mol.

Overall, the relative energy difference between the syn
and anti conformations of acetic acid appears not very
large, especially in the aqueous solutions relevant to bio-
chemistry. These relative energy comparisons from the
QM torsion drives are summarized in the top four lines
of Table I. Note that, from our QM results, these are rel-
ative energies rather than relative free energies; with MD
in the following section; we obtain relative free energies.

B. Ab initio unrestrained geometry optimization of
microhydrated acetic acid

To rule out the possibility that stabilization of the anti
form is due to implicit solvent model alone, and to de-
termine whether explicit water might provide additional
stabilization, we examined acetic acid with explicit water
molecules. Ab initio QM calculations with COSMO on
acetic acid with three explicit water molecules suggest an
energetically preferred anti conformation in aqueous so-
lution. Water molecules were placed in various positions
around acetic acid in an attempt to maximize intermolec-
ular hydrogen bonding interactions. Two arrangements
of the water molecules were considered for each acetic
acid conformer. In gas phase, the two anti configura-
tions minimized to the same structure (Figure 3(b)), and
the minimized syn configurations differed in energy by
about 0.11 kcal/mol. We proceeded with the lower en-
ergy syn configuration (Figure 3(a)). These structures
were optimized with inclusion of implicit solvent using
COSMO and the TPSSh-D3BJ/def2-TZVP method. Al-
though these acetic acid systems are surrounded by only
three water molecules, observed optimized acetic acid
geometries agree extremely well with past experimental
and theoretical studies7,9 of other solvated structures (see
supplementary information). Specifically, bond lengths
differed from past work by no more than 0.03 Å, and an-
gles were within one degree. In the COSMO-optimized
structures, we observe that the anti tetramer is the lower-
energy conformation by 0.47 kcal/mol. Compared to the
previously discussed torsion drive without explicit wa-
ter molecules, the addition of explicit waters stabilized
the anti form by 2 kcal/mol more than implicit solvent
alone. These two energy values are shown as black points
in Figure 2.
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Figure 3: Acetic acid conformation with three water
molecules for (a) syn and (b) anti forms.

C. Ab initio geometry optimizations from molecular
dynamics configurations

Recent work on the microhydration of acetic acid sug-
gests that the particular arrangement of water molecules
may be important when comparing energetic stabilities
of acetic acid conformations.22 The water molecules in
the trihydrated clusters of the previous section were
placed to maximize the hydrogen bonding network be-
tween acetic acid and water to promote solvent stabiliza-
tion. However, other arrangements of water molecules
could lead to lower energy configurations. This means
that results could be artifacts of water placement. Given
that we are interested in solution-phase behavior, the ac-
tual solution-phase geometry of water molecules around
acetic acid then becomes very important. To address
this point, we sample various conformations of water
molecules around acetic acid by running molecular dy-
namics simulations for each of the syn and anti forms.
Configurations of acetic acid with its five nearest waters
were clustered by root-mean-square deviation of geome-
tries. The most common arrangements were extracted for
QM optimization in implicit solvent using the method
COSMO-TPSSh-D3BJ/def2-TZVP. The violin plots in
Figure 4 display the distributions for the relative energies
of the syn (left side) and anti (right side) pentahydrated
configurations of acetic acid. The distribution for the syn
configurations skews toward lower energies compared to
the anti configurations. However, the energy values of
the extrema are quite similar, and the population of the
anti form at low energies is nonnegligible.

D. MD simulations with umbrella sampling along carboxyl
dihedral angle

Our above QM calculations study only conformational
energies, not free energies, so we computed the one-
dimensional free energy landscape (the potential of mean
force, or PMF) of rotating the acetic acid dihedral angle
with classical molecular dynamics. The MD results in gas
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Figure 4: Violin plots for relative energy distributions of
pentahydrated syn and anti conformations of acetic

acid. The data represent
COSMO-TPSSh-D3BJ/def2-TZVP energies of

configurations taken from MD simulations of the syn
form (14 snapshots) and the anti form (17 snapshots).

phase and in explicit solvent are in qualitative agreement
with our QM data and indicate that water substantially
increases the stability of the anti conformation. We con-
sidered various force fields, partial charge sets, and sol-
vation states for a total of eight PMFs. Atomic partial
charges are held fixed within our simulations, as is typi-
cal in MD, but these charges are sensitive to the molecu-
lar conformation when assigning charges, so we assigned
charges using both conformations. Hereafter we use the
notation SC for acetic acid partial charges obtained from
the syn conformation and AC for charges obtained from
the anti conformation. Error bars on the PMFs are ob-
tained from the MBAR estimator.46 We discuss each of
these three factors (force field, charge set, and solvation
state) separately and present a comprehensive compari-
son in Figure 8 and in Table I.

Considering the GAFF and GAFF2 force fields, the
PMFs are in good agreement with each other in both
gas and aqueous phases as well as with either SC or AC
(Figures 5, 8). We observe consistent relative free ener-
gies between the syn and anti minima. In gas phase, for
the SC solute, the syn structure is favored in free energy
by 6.2±0.2 kcal/mol with GAFF and 5.9±0.2 kcal/mol
with GAFF2 (Figure 5, red vs. blue). In aqueous phase,
the anti structure is favored in free energy by -0.7±0.1
kcal/mol with GAFF and -1.4±0.1 kcal/mol with GAFF2
(Figure 8, yellow vs. brown). These qualitative conclu-
sions are the same when considering the AC solute. In
this case, with gas phase, syn is favored in free energy
by 3.4±0.2 kcal/mol for GAFF and 3.3±0.2 kcal/mol for
GAFF2 (Figure 8, green vs. purple). Conversely, the
AC aqueous phase structures show a preference for the
anti state by -1.3±0.1 kcal/mol for GAFF and -1.6±0.1
kcal/mol for GAFF2 (Figure 8, pink vs. gray). Thus,
GAFF and GAFF2 give very similar results for the con-
formational equilibrium of acetic acid which holds true
regardless of the partial charge set. Overall these re-
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Figure 5: Comparison of GAFF and GAFF2 force fields
in PMFs of rotating the acetic acid carboxyl dihedral
angle. Both are in strong agreement with each other.

The PMFs displayed in this figure came from gas phase
simulations with syn charges. Similar conclusions were
drawn for PMFs from aqueous simulations and from

using anti charges (Figure 8).

sults, at least within the classical framework, indicate
that explicit solvent provides approximately 5-8 kcal/mol
of stabilization of the anti conformation relative to the
syn conformation. This trend is in the same direction as
that provided by COSMO implicit solvent, but provides
further stabilization.

We also compare the two force fields in terms of the
conformational transition barriers. We note that the
GAFF barrier height is higher than the GAFF2 barrier
in each pairwise combination of the two force fields with
various solvent and charge models. The barrier height
differences are 0.9±0.4 kcal/mol in gas phase (compare
barrier heights in Figure 8 for red vs. blue and for green
vs. purple). The rotational barriers differ by 0.6±0.2
kcal/mol in aqueous phase (compare barrier heights in
Figure 8 for yellow vs. brown and for pink vs. gray). For
both gaseous and aqueous states, the PMFs from the
same force field match each other to lesser degree than
PMFs with matching charges (SC or AC). For example,
in Figure 8, the red and green curves are more distinct
from each other, while the red and blue curves are more
similar. Since the partial charges of the solute may affect
the PMFs more so than the force field, as shown here,
one should carefully consider other likely conformations
when assigning partial charges. Next we further investi-
gate the solute partial charge sets.

There is a pronounced difference in the PMFs depend-
ing on the conformation used to charge acetic acid (Fig-
ure 6). Charges are typically fixed throughout a molecu-
lar dynamics simulation, meaning that initial charge as-
signment is important for capturing correct energetics
throughout a simulation. The free energy difference be-
tween the syn and anti structures is notably larger in
gas phase than in water. When we use the syn form to

Figure 6: AM1-BCC charges generated for (a) syn and
(b) anti configurations of acetic acid.

0 100 200 300
OCOH dihedral angle (deg)

0

5

10

re
l. 
fre

e 
en

e.
 (k

ca
l/m

ol
) A

vac_SC_GAFF2 vac_AC_GAFF2

0 100 200 300
OCOH dihedral angle (deg)

0.0

2.5

5.0

re
l. 

fre
e 

en
e.

 (k
ca

l/m
ol

) B

sol_SC_GAFF2 sol_AC_GAFF2

Figure 7: Comparison of syn and anti solute charges in
PMFs of rotating the acetic acid carboxyl dihedral

angle. In each situation with anti charges (top) and syn
charges (bottom), the AC set more strongly stabilizes

the anti conformation than the SC set.

obtain AM1-BCC charges (SC), the gas phase PMFs are
higher in energy for both the barrier height and the two
minima (Figure 7 (a)) compared to using the anti form to
obtain AM1-BCC charges (AC). Qualitatively, the SC set
is slightly stronger in magnitude than the AC set, which
is consistent with the intramolecular hydrogen bonding
aspect of the syn conformation. The stronger SC par-
tial charges contribute to increased stabilization of the
lower-energy syn structure in gas phase, which results in
a greater free energy difference and barrier height com-
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pared to AC. On the other hand, in water, (Figure 7 (b)),
syn and anti are closer in relative free energy for SC than
for AC. In this setting, syn is higher in energy than anti.
Once again, the stronger SC partial charges contribute
to increased stabilization of syn, in this case via more
stabilizing interactions with the solvent. Here, the two
minima are closer in free energy. Therefore we see again
that the relative free energies at the minima are governed
more strongly by solute charges than by force field.

We take a final look at the MD PMFs in the lens of
gaseous versus aqueous phases. These results are in har-
mony with earlier work on ibuprofen (a carboxylic acid)
which found that the syn conformation was favorable in
vacuum but the anti conformation was slightly preferred
in water.14 The major takeaway from the aqueous phase
PMFs is that the anti conformation of acetic acid is the
lower free energy state in solution due to an increased
ability to form stabilizing interactions with the solvent.
This conclusion qualitatively parallels the result obtained
with COSMO-QM calculations on microhydrated acetic
acid which showed that the anti conformation is lower in
energy than the syn conformation by about 1.6 kcal/mol,
at least for certain arrangements of water molecules.

Overall, the MD results are qualitatively consistent
with QM calculations in determination of relative energy
differences of the minima and energy barriers for confor-
mational interconversion. The SC charge set seems better
than the AC set in reproducing the relative energy differ-
ences obtained with QM DFT in gas phase and in implicit
solvent, consistent with our previous practice of consid-
ering this conformation more important when assigning
charges.

To summarize our PMF results, we considered the ef-
fects of force field, charge set, and solvation state on the
relative minima free energies as well as on the transi-
tion barriers between the two minima. The force fields
GAFF and GAFF2 yielded generally similar results to
each other. The PMFs in both gas phase and aqueous
phase revealed strong dependence on solute charges, es-
pecially at the minima. More specifically, the set of par-
tial charges assigned to acetic acid is sensitive to the ori-
entation of O–H in the carboxyl group, leading to several
kcal/mol variations in the free energy differences between
the syn and anti structures. Lastly, the dihedral rotation
free energy barriers between the syn-anti conformations
are more dependent on the charge set than the force field
in gas phase simulations, while they are more influenced
by the force field in aqueous phase simulations. All eight
PMFs, obtained from permutation of the force field, so-
lute charges, and solvation state are summarized in Fig-
ure 8 and Table I.

IV. CONCLUSIONS

Our results call into question the conventional wisdom
that carboxylic acids will almost always be in the “more
stable” syn conformation in biomolecular systems. Typi-
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Figure 8: PMFs of rotating the acetic acid carboxyl
dihedral angle. We consider variations on the force field

(GAFF, GAFF2), solute AM1-BCC partial charges
(starting from syn or anti), and solvation state (gas

phase, explicit TIP3P waters).

Table I: Summary of relative energy differences between
syn and anti conformations of acetic acid as well as free

energy barriers of interconversion. The first four lines
are results from QM torsion drives, the fifth from

unrestrained QM optimizations, and the last eight from
umbrella sampling via atomistic molecular dynamics
simulations. Energies are listed in units of kcal/mol.

Method Solvation minimaa barrier
HF/6-31G* gas 7.142 13.706
HF/6-31G* COSMO 2.761 11.158
TPSSh/def2-TZVPb gas 5.235 13.242
TPSSh/def2-TZVP COSMO 1.626 11.230
3 explicit watersc COSMO -0.473 n/a
vac SC GAFF gas 6.2±0.2 12.7±0.3
vac SC GAFF2 gas 5.9±0.2 11.7±0.3
vac AC GAFF gas 3.4±0.2 11.0±0.3
vac AC GAFF2 gas 3.3±0.2 10.1±0.3
sol SC GAFF TIP3P -0.8±0.1 7.0±0.2
sol SC GAFF2 TIP3P -0.7±0.1 6.4±0.2
sol AC GAFF TIP3P -1.3±0.1 6.7±0.2
sol AC GAFF2 TIP3P -1.4±0.1 6.1±0.2

a All relative energy differences are taken with respect to acetic
acid’s syn conformation.

b Dispersion corrections added with all TPSSh calculations in
this work. See details in text.

c QM optimization completed with TPSSh-D3BJ/def2-TZVP
level of theory.

cally, the increased stability of the syn form is understood
to be from the stabilizing intramolecular interaction be-
tween the hydrogen atom in the hydroxyl group and the
carbonyl oxygen. This idea is in tune with gas phase
results we present in this work. However, in aqueous
phase, we conclude that the anti state may nearly be as
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populated as the syn state due to stabilizing interactions
from the solvent. Thus, for MD studies that involve a
carboxylic acid or other functional group with possible
intramolecular hydrogen bonds, it may be necessary to
ensure sufficient sampling of all potentially relevant con-
formations in solution. This can be challenging given the
particularly large barrier associated with rotation of the
carboxylic acid torsion.

Our findings also have implications for partial charge
calculations for parameter assignment for MD simula-
tions. Carboxylic acids are a case in which neither partial
charge set adequately represents the electrostatics of the
solute as it samples various conformations. When gener-
ating an empirical force field, such as for a small molecule
ligand, charges are typically computed for a particular
given conformation. These fixed charges are then used for
scenarios involving conformational change. In this work,
we observe that different solute charges may lead to de-
viations in relative free energies to as large as 3 kcal/mol.
Interconversion is not expected to be frequent, given that
the torsional barrier is at least 6 kcal/mol. For that rea-
son, one may wish to treat syn and anti conformation
charges individually, though this could present difficulties
in cases that interconversion is needed for convergence
(e.g., a carboxylic acid in a binding site where one con-
formation forms better contacts than the other). As an
alternative approach, the use of polarizable charges may
provide a more holistic picture of the carboxyl group’s
variable nature.

The carboxyl conformational equilibrium has implica-
tions for several other types of studies. Hydration free
energy calculations may lead to results which depend
substantially on the starting conformation. For exam-
ple, kinetic trapping into one particular conformation can
lead to computed hydration free energies which are sen-
sitive to starting conformation and vary by more than 2
kcal/mol because of large torsional barriers.14 An accu-
rate insight into the preferred aqueous phase structure of
the carboxyl group is important for catalysis, with im-
pacts in atmospheric science and industrial processes.49

Further impact may be in crystal engineering and drug
co-crystallization, in which the carboxyl group is often
used to promote aqueous solubility.5 Theoretical studies
on proton transfer such as on solvated acetic acid50 or on
green fluorescent protein51,52 typically employ the syn
conformation due to its expected energetic preference;
however, it is worth investigating possible adaptations of
carboxyl groups to their local environments. Being aware
of the carboxyl moiety’s nuanced conformational prefer-
ences in different environments may thus lead to better
insight for calculated properties, reactivity, and molecu-
lar design.
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