Modeling the Influence of Correlated Molecular Disorder on the Dynamics of Excitons in Organic Molecular Semiconductors
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Abstract

In this Letter, we investigate the role of correlated molecular disorder on the dynamics of excitons in oligothiophene-based organic semiconductors. We simulate exciton dynamics using the Frenkel exciton model and we derive parameters for this model so that they reflect the specific characteristics of all-atom molecular systems. By systematically modifying the parameters of the Frenkel exciton model we isolate the influence of spatial and temporal molecular correlations on the dynamics of excitons in these systems. We find that the molecular fluctuations inherent to these systems exhibit long-lived memory effects, but that these effects do not significantly influence the dynamic properties of excitons. We also find that excitons can be sensitive to the molecular-scale spatial correlations, and that this sensitivity grows with the amount of energetic disorder within the material. We conclude that control over spatial correlations can mitigate the negative influence of disorder on exciton transport.
The optoelectronic properties of organic molecular semiconductors are known to depend sensitively on how molecules are arranged within the material. The inability to exploit this dependence for improving material performance is a problem that hinders the development of electronic applications that incorporate these materials, such as organic photovoltaic (OPV) and light-emitting (OLED) devices. This problem originates, in part, from a lack of theoretical methods that can reliably predict the excited-state electronic properties of materials with disordered or irregular microscopic structure. Many efforts to address this problem have thus been focused on developing ways to accurately include the effects of disorder in traditional theoretical models.

In this letter, we extend these efforts with a theoretical approach designed to reveal the specific effects of correlated molecular disorder on electronic energy transport in organic molecular semiconductors. Our approach combines classical molecular dynamics (MD) simulations, semiempirical electronic structure calculations, and the Frenkel exciton model, in order to identify the characteristics of molecular correlations in these materials and isolate their influence on the microscopic dynamics of electronic excitations. Using this approach, we find that energy transport in these materials can be very sensitive to the presence of spatial correlations, and that this sensitivity depends on the width of the distribution of excitation energies. We illustrate that fluctuations in these energies play a fundamental role in driving the dynamics of electronic excitations, but we also highlight that these dynamics are insensitive to the temporal correlations that arise due to regular nuclear vibrations.
These findings suggest that it may be necessary to consider the interplay between correlated and uncorrelated disorder when applying molecular design principles to the development of organic molecular semiconductors.

Energy transport in organic conjugated systems is determined primarily by the microscopic dynamics of Coulombically bound excited electron-hole pairs, known as excitons. In condensed phase systems, intermolecular electronic coupling can drive excitons to delocalize across many individual molecules. The properties of these delocalized excitons depend on the strengths of electronic couplings and on how they are distributed in space and time. The characteristics of a material’s molecular structure that are most relevant to the dynamics of excitons are thus encoded in these electronic coupling distributions. Unfortunately, these distributions are difficult to compute because they require evaluation of the exited state electronic structure and because they tend to vary significantly with small changes in nuclear configuration and therefore must be computed separately for each pair of molecules in the system.

The computation of electronic properties is not the only challenge associated with modeling exciton dynamics in disordered systems. Accurate modeling also requires the ability to address system sizes large enough to fully accommodate delocalized excitons, and a sampling scheme capable of capturing the effects that arise due to local variations in molecular structure. If excitons delocalize over more than a few molecules, then standard electronic structure methods, such as those based on density functional theory, are generally too computationally expensive to fully meet these requirements. As an alternative, site-based phenomenological models provide a simple and efficient platform for computing the static and dynamic properties of delocalized excitons in extended heterogeneous systems.

Here, we simulate the properties of delocalized excitons using the Frenkel exciton model in which the excited electronic properties of a N-molecule system are expressed in terms of
the Frenkel Hamiltonian,

$$H(t) = \sum_i \epsilon_i(t) |i\rangle\langle i| + \sum_{ij} V_{ij}(t) |i\rangle\langle j|,$$  \hspace{1cm} (1)

where $|i\rangle$ represents a state with an exciton localized on molecule $i$, $\epsilon_i$ denotes the energy of that state, and $V_{ij}$ denotes the intermolecular electronic coupling between states $|i\rangle$ and $|j\rangle$. Because this simple model lacks explicit chemical detail, all aspects of a system's molecular structure must be described implicitly, in terms of model parameters. For this reason, the effects of molecular disorder are often incorporated into this model by dressing static model parameters with additional random components. The characteristics of these random components are often assumed to be Gaussian distributed, spatially uncorrelated, and described by simple dynamics that are either temporally uncorrelated (e.g., white noise) or arising from weak coupling to a bath of harmonic oscillators.\textsuperscript{18,23–26} Although these assumptions introduce disorder in a well defined and easily controllable manner, it is not obvious to what extent the molecular structure that they imply is physically realistic.

In our approach, the parameters of the Frenkel Hamiltonian are assigned non-randomly based on the microscopic structure of configurations generated with all-atom MD simulation (see supplementary information for more details). We consider the effect of thermal fluctuations on the statistics of these model parameters, and we quantify the spatial and temporal correlations that are associated with these statistics. By determining the separate influences of these correlations on the dynamics of excitons we can critically assess the assumptions that are commonly applied when parameterizing the Frenkel exciton model for organic molecular semiconductors. We present results for room temperature ($T = 300$K) condensed phase systems that are made up entirely of assembled sexithiophene (T6) molecules. We choose T6-based materials specifically because they have been well studied both experimentally and theoretically.\textsuperscript{27–30} We consider systems with two different characteristic morphologies: a monolayer film of 150 longitudinally aligned molecules and an amorphous bulk of 343 T6
molecules. These systems are illustrated in Fig. 1(a).

Figure 1: (a) Snapshots from MD simulations of the disordered monolayer film of T6 molecules (left) and the amorphous aggregate of T6 molecules (right). (b) A plot illustrating the spatial energetic disorder derived from a single configuration of the disordered monolayer film. Point positions represent the latteral center of mass of each molecule in the system and shading represents the molecular excitation energy, i.e., the site energy $\epsilon_i$, derived from our method. (c) The probability distributions of site energies as sampled from 100 MD configurations of the monolayer film (blue) and the amorphous aggregate (red). (d) The spatial correlation function for site energies of molecules with center of mass separation $r$, averaged over configurations of the monolayer film (blue) and amorphous aggregate (red).

In Fig. 1 we illustrate how differences in molecular structure influence the characteristics of site energetic disorder. Fig. 1(b) shows the spatial distribution of site energies (i.e., $\epsilon_i$ in Eq. 1) as derived by applying our parameterization method to a single MD configuration of the monolayer film. This plot illustrates that the monolayer film includes significant spatial disorder, because the molecules are not arranged on a regular lattice, and significant energetic disorder, because molecules exhibit a wide range of excitation energies.

Fig. 1(c) contains a plot of $P(\epsilon)$, the probability for a molecule in a given system to have a site energy $\epsilon$. We observe that $P(\epsilon)$ is broad and asymmetric for both the monolayer and the amorphous system, which have a standard deviations of 0.10eV and 0.18eV, respectively. The distribution of the monolayer system is both red-shifted and narrowed.
relative to that of the amorphous system. These differences reflect the influence of favorable \( \pi \)–stacking interactions between neighboring molecules in the film, which simultaneously limit configurational variations and promotes conjugation through molecular planarization.

Molecular packing effects in condensed phase systems can lead to the emergence of spatial correlations in molecular and electronic structure. These correlations are often neglected when assigning parameters in the Frenkel exciton model. Our approach to assigning these parameters preserves these correlations, which enables them to be quantified. We define the spatial correlation function for site energies as,

\[
c(r) = \langle (\epsilon_i - \bar{\epsilon})(\epsilon_j - \bar{\epsilon})\delta(r_{ij} - r) \rangle
\]

where \( \langle \cdots \rangle \) denotes an average over all available configurations of a given system, \( \bar{\epsilon} \) is the average site energy for molecules in the system, \( r_{ij} \) is the center-of-mass separation between the molecules associated with sites \( i \) and \( j \), and \( \delta(x) \) is the Dirac delta function.

Fig. 1(d) contains a plot of \( c(r) \) for the monolayer film and the amorphous bulk systems. As this plot illustrates, closely spaced molecules tend to have correlated excitation energies. We observe that these correlations die off rapidly with distance, not extending much beyond distances of about 0.5nm (i.e., roughly the nearest neighbor distance), but are slightly longer ranged in the monolayer system. Despite the lack of long-range spatial correlations, it has been found that excitons readily delocalize in both of these systems.\(^{20}\)

The time dependence of the model parameters in Eq. 1 are generated to reflect the evolution of a given system from MD simulation. A representative trace of \( \epsilon(t) \) for a single site of the model monolayer film, as plotted in the inset of Fig. 2(a), reveals that the excitation energy of individual molecules can exhibit significant fluctuations. The temporal correlations in these model parameters can be characterized by computing the time correlation function for site energies,

\[
C_\epsilon(t) = \frac{\langle (\epsilon_i(t) - \bar{\epsilon}_i)(\epsilon_i(0) - \bar{\epsilon}_i) \rangle}{\langle (\epsilon_i(0) - \bar{\epsilon}_i)^2 \rangle},
\]

(3)
Figure 2: (a) The time correlation function for state energies in the monolayer film (solid blue) and the amorphous aggregate (dashed red). Inset shows the fluctuations in \( \epsilon_i \) computed along a single trajectory of the monolayer film for a single site. (b) The time correlation for intermolecular couplings, averaged over all possible molecular pairs, in the monolayer film (solid blue) and the amorphous system (dashed red).

and for intermolecular electronic couplings,

\[
C_V(t) = \frac{\langle (V_{ij}(t) - \bar{V}_{ij})(V_{ij}(0) - \bar{V}_{ij}) \rangle}{\langle (V_{ij}(0) - \bar{V}_{ij})^2 \rangle},
\]

where the averages implied by \( \langle \cdots \rangle \) include data generated for a system with a given molecular structure and the overbars indicate time average. As illustrated in Fig. 2, both \( C_\epsilon(t) \) and \( C_V(t) \) exhibit non-trivial forms, including distinct short and long time decay profiles along with a remarkably long lived oscillatory feature. For both correlation functions we attribute the initial fast decay (\( \text{i.e., } \tau \sim 100\text{fs} \)) to the dephasing effect from nuclear ballistic motion, and the slower decay (\( \text{i.e., } \tau \sim 500\text{fs} \)) to ring-ring torsional dynamics. We attribute the long lived oscillations, with periods of approximately 20fs and 100fs, to the C-H and C-C bond stretching vibrations, respectively. These correlations are significantly more complicated than what is usually assumed in applications of the Frenkel model to organic molecular semiconductors. Some previous efforts to develop more realistic descriptions of the phonon spectral density have combined MD simulation with excited state electronic structure calculation, however, due to computational cost these efforts have been limited to relatively small system sizes and short time scales.
To investigate how the molecular correlations in these materials influence the dynamics of excitons we carry out simulations using the time-dependent Hamiltonian in Eq. 1. Specifically, we solve the time-dependent Schrödinger equation to obtain the exciton wavefunction,

$$|\psi(t)\rangle = \hat{T} e^{-\frac{\hat{H} t}{\hbar}} \int_0^t H(t') dt' |\psi(0)\rangle = \sum_i c_i(t) |i\rangle,$$

where $\hat{T}$ is the time-ordering operator and $c_i(t)$ is the wavefunction coefficient in the molecular site basis. We then isolate the influence of specific correlations by modifying the Hamiltonian, replacing correlated parameters with uncorrelated random noise. By using the time-dependent Frenkel Hamiltonian derived from MD simulations we are able to captures the effect of nuclear motion on the properties of the exciton, however, this approach to dynamics omits the feedback of the exciton on the dynamics of the nuclei. Omitting this feedback yields a significant gain in computational efficiency, however, the resulting electronic dynamics are thus prevented from properly thermalizing. Since the transient effects associated with exciton thermalization are most pronounced on timescales that are longer than we simulate here,\cite{35,36} we expect the errors associated with the omission of this feedback to be small and have no influence on the nature of our conclusions. This issue is discussed more thoroughly in the Supporting Information.

We quantify the dynamic properties of excitons in terms of their mean-squared displacements (MSD), which we compute from the solution to Eq. 5 using the formula,

$$MSD(t) = \left\langle \sum_i |c_i(t)|^2 r_i^2(t) \right\rangle,$$

where $r_i$ denotes the center-of-mass position of the molecule associated with site $i$. We compute the MSD by averaging over a nonequilibrium ensemble of trajectories that are each initialized with the exciton localized on a single site. Similarly, the delocalization of excitons can be quantified in terms of the inverse participation ratio, as presented in the Supporting Information.
Figure 3: The MSD of an initially localized exciton in (a) the monolayer film and (b) amorphous bulk under different model conditions. In both panels the fully mapped reference condition is represented with a solid blue line, the static condition is represented with a solid red line, the condition with no spatial correlations is represented by a solid yellow line, and the condition with no temporal correlations is represented by a dashed magenta line. The black dashed lines denote MSD between a localized and fully delocalized exciton.

We compare the exciton dynamics generated under four different sets of model conditions. The first condition is the reference condition, in which the parameters of $H(t)$ are mapped directly from the results of MD simulations following the method in Ref. [20]. The second condition is a static condition, designed to evaluate the effect of molecular fluctuations on the dynamics of excitons. For the static condition all model parameters are time independent, mapped from a single randomly drawn configuration from the MD simulations. The third and forth set of model conditions modify those of the reference condition by eliminating either spatial or temporal correlations in the model parameters, respectively.

Under the third set of model conditions, spatial correlations are eliminated by assigning $\epsilon_i(0)$ for each site randomly from the distributions in Fig. 1(c), but the time-dependent component $\delta\epsilon_i(t) = \epsilon_i(t) - \epsilon_i(0)$ for each site remains identical to that of the fully mapped reference Hamiltonian. With this set of conditions $V_{ij}(t)$ is left unmodified from the reference Hamiltonian. Under the forth set of model conditions, temporal correlations are eliminated from the time-dependent components $\delta\epsilon_i(t)$ and $\delta V_{ij}(t) = V_{ij}(t) - V_{ij}(0)$ by assigning both as Gaussian white noise with the same variance as the reference Hamiltonian.

The MSD computed for each of the four conditions are plotted in Fig. 3. We find
that under the reference condition, excitons in both the monolayer and the amorphous
systems exhibit similar dynamics, with $\sim 100\text{fs}$ of rapid diffusion followed by a plateauing
as excitons reach the system boundaries. We observe that for the static conditions the
initial exciton dynamics are similar but they taper off early (i.e., $t \geq 50\text{fs}$) due to the onset
of Andersen localization. These results thus indicate that while molecular fluctuations are
central to sustaining the excitons dynamics in these systems, their local mobility is primarily
determined by the distribution of electronic couplings.

Fig. 3 also illustrates that exciton dynamics in these materials are not sensitive to the
non-Markovian time correlations exhibited by $C_\epsilon(t)$ and $C_V(t)$ in Fig. 2. Specifically, the
model conditions without time correlations reveal that the MSD for excitons is essentially
unaffected when the dynamics of the fully mapped reference Hamiltonian are replaced with
Gaussian white noise. Notably, these results are consistent with a similar finding that non-
Markovian effect in biological light harvesting systems do not play a significant role in the
exciton dynamics at room temperature. To expand upon this point, we compare the statistics of exciton displacements across many individual trajectories. In Fig. 4 we plot the
probability distribution, $P(D^2)$, where $D^2 = \sum_i |c_i(t)|^2 r_i^2(t)$ is the squared displacement of
an exciton computed from a single trajectory. This figure illustrates that the statistics of
exciton displacements are similar for both systems under model conditions with or without
time correlations.

The MSD for excitons generated under model conditions without spatial correlations, as
plotted in Fig. 3, reveals that the influence of spatial correlations on exciton dynamics is
system dependent. Removing spatial variations from the reference model has minimal effect
in the monolayer film, however, in the amorphous system the absence of spatial correlations
results in a reduction of exciton diffusivity. Because the spatial correlations for each system
are very similar (see Fig. 1(d)), the origin of this system dependence must involve a different
aspect of molecular structure.

Based on the difference in $P(\epsilon)$ between the two systems (e.g., Fig. 1c), we hypothesize
Figure 4: Probability distributions of exciton displacements computed from individual trajectories $t = 100$ fs after being initialized on a single site. Each distribution is calculated from 100 independent trajectories of the (a) monolayer film and (b) amorphous bulk systems. In each panel the blue line indicates the fully-mapped reference model condition and the red line indicates the model conditions with no time correlations.

that the sensitivity of exciton dynamics to spatial correlations is mediated by the amplitude of energetic disorder in the system. We test this hypothesis by artificially amplifying the disorder in the $\epsilon_i$’s in the model amorphous film with and without the inclusion of spatial correlations. As illustrated in Fig. 5, if the amplitude of disorder in this system is systematically increased, then the overall exciton diffusivity decreases (as expected) and the difference between the MSDs with and without spatial correlations grows. In other words, the effect of spatial correlations on exciton dynamics grows more pronounced as the microscopic structure of a system is made more disordered.

As Fig. 5 summarizes, the importance of spatial correlations on exciton dynamics depends on the amount of energetic disorder in the system. This observation implies that current rule-of-thumb design criteria may be insufficient for guiding ongoing material development efforts. In addition, this implies that control over spatial correlations can possibly mitigate the negative influence of disorder on exciton transport properties. We have also found that exciton dynamics in these systems are insensitive to the details of temporal correlations, however, this insensitivity may not necessarily persist in all organic molecular semiconductors. Simple phenomenological models, such as we have utilized here, provide a convenient and efficient framework for exploring the interplay between molecular structure and opto-
Figure 5: MSD of an initially localized exciton in amorphous bulk system generated from full molecular calculations, but with the magnitude of static energetic disorder artificially amplified by a factor of (a) 0.5, (c) 2 or (d) 3. For comparison, panel (b) contains the unamplified distribution.

Electronic material properties. The continued development and application of these modeling approaches is thus important for advancing our understanding of these systems.
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1. Inverse Participation Ratio

![Graphs of Inverse Participation Ratio](image)

FIG. 1: The average IPR of an initially localized exciton in (a) monolayer film and (b) amorphous bulk under different model conditions. In both panels the fully mapped reference condition is represented with a solid blue line, the static condition is represented with a solid red line, the condition with no spatial correlations is represented by a solid yellow line, and the condition with no temporal correlations is represented by a dashed magenta line.

A useful measure to characterize the extent of delocalization of exciton wavefunction is the inverse participation ratio (IPR) \[1\]

\[
IPR = \sum_i \frac{1}{|c_i(t)|^4},
\]

where \(c_i(t)\) is the wavefunction coefficient in the site basis from the solution of the time-dependent Schrödinger equation. IPR represents qualitatively the number of sites/molecules “participates” in the wavefunction and serve as an alternative measure of exciton transport to mean-squared-displacement (MSD). For example, if the exciton wavefunction is localized in just one molecule, the then IPR = 1. On the other hand, if exciton wavefunction is evenly delocalized in a system of \(N\) sites/molecules, IPR = \(N\) since \(c_i = 1/\sqrt{N}\). IPRs generated from the fully mapped reference Hamiltonian in Eq. 1 in the main text for monolayer film and the amorphous bulk with initially localized exciton are plotted in Fig. 1 (solid blue lines). In both systems, IPRs increase rapidly within the first 200fs before plateauing due
FIG. 2: Probability distributions of exciton displacements computed from individual trajectories $t = 100\text{fs}$ after being initialized on a single site. Each distribution is calculated from 100 independent trajectories of the (a) monolayer film and (b) amorphous bulk systems. In each panel the blue line indicates the fully-mapped reference model condition and the red line indicates the model conditions with no time correlations.

to the finite-size effect. The final value of IPR for the amorphous bulk is higher because of its larger system size compared to the monolayer film.

We also explore IPRs generated under three other different conditions in Fig. 2: calculations with static Hamiltonian (solid red lines), calculations with no spatial correlation in the static disorder (solid orange lines), and calculations with no time correlation in the time-dependent fluctuations (dashed magenta lines). In general, the qualitative behaviors under each condition are very similar to those found in the analysis of MSDs in the main text. IPRs generated from the same Hamiltonian but without the time-dependent components (i.e. $\delta V_{ij}(t) = 0$ and $\delta \epsilon_i(t) = 0$) results in a significantly reduced IPR due to the Anderson localization effect. Fig. 2 also shows that temporal correlation does not play an important role in exciton transport as the IPR generated from the Hamiltonian without temporal correlation (dashed magenta lines) is nearly identical to the IPR generated from the molecular simulations (solid blue lines). The distributions of IPRs at $t = 100\text{fs}$ sampled from 100 initial configurations are plotted in FIG. 2, which again shows that the IPR distributions generated from molecular simulations and from Hamiltonian with white noise to be similar, confirming the minimal effect of temporal correlation. Similar to the findings in the main
FIG. 3: IPR of an initially localized exciton in disordered film generated from full molecular calculations, but with the magnitude of static energetic disorder artificially amplified by a factor of (a) 0.5, (c) 2 or (d) 3. For comparison, panel (b) contains the unamplified distribution.

In text, the effect of spatial correlation on IPRs is system dependent: it has little effect on the monolayer film, but reduces the IPR in the disordered film (dashed lines in FIG. 1). FIG. 3 shows the IPR in disordered film with its static disorder artificially increased, and our results demonstrate that the effect of spatial correlation on IPR increases with the magnitude of static disorder.

2. Parametrization of Frenkel Hamiltonian

We follow a recently developed method for mapping the structure of a $N$-molecule configuration onto the parameters of a corresponding $N \times N$ Frenkel Hamiltonian matrix. In this method, molecular configurations are generated using classical molecular dynamics (MD) simulations and each individual configuration is translated into Frenkel model parameters based on the analysis of $N$ single-molecule excited state electronic structure calculations. Specifically, for a given configuration we perform a single electronic structure calculation
on each individual molecule, treating all other molecules as an effective dielectric medium. Electronic structure is computed using a semiempirical Pariser-Parr-Pople (PPP) Hamiltonian with excited state properties computed at the level of configuration interactions singles. Intermolecular couplings are evaluated by computing the diabatic coupling between the locally excited molecule pairs through transition densities. A complete description of this method, including information about classical force fields, electronic structure methods, and benchmarking against higher level theories can be found in Ref. [2].

3. Exciton Dynamics Without Excited State Forces

We have chosen to simulate exciton dynamics with a method that omits the effects of excited state nuclear forces. In our method, the dynamics of the classical subsystem evolve on the potential energy surface of the electronic ground state, and are thus unaffected by the state of the exciton. In the absence of feedback between the electronic and nuclear degrees of freedom, the composite system cannot properly thermalize. This simply means that excitons will not relax into an equilibrium energetic state, but rather will exhibit behavior associated with the high-temperature limit. Including the effects of excited state forces in our model is straightforward yet very computationally expensive so we omit them.

We justify this omission by recognizing that this approximate method for treating dynamics is accurate in the short time limit. The timescale for energetic relaxation of excitons is expected to be governed by two timescale. First, is the timescale associated with the molecule reorganization time, i.e., the time for excited molecules to relax on the excited state potential energy surface. This timescale is on the order of 100fs, but for delocalized excitons involves relatively small changes in excitation energy. Second, is the timescale associated with exciton migration on a disordered energetic landscape. This timescale is determined by the mobility of excitons and the characteristics of the heterogeneous energetic landscape. In these materials we expect the timescale to be on the order of picoseconds.
