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Abstract 

We present an approach to performing alchemical binding free energies which we term coupled 

topologies. Simultaneously coupling a molecule in the bound state while decoupling it in the 

unbound state allows us to calculate free energy changes where the system changes charge, without 

the need to correct for simulation artifacts. This solves a longstanding problem in computing free 

energy changes. The approach is applied to separated topology relative binding free energy 

calculations, but is appropriate for single topology calculations and dual topology calculations as 

well as absolute binding free energy calculations. We apply the method to small-molecule 

inhibitors of AmpC β-lactamase and show the coupled topologies approach yields results that are 

in excellent agreement with experiment and good agreement with a state-of-the-art separated 

topology approach. The promising results on this test case suggest that the coupled topologies 

approach will be a useful addition to the available arsenal of free-energy methods. 
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Introduction 

The free energy difference between two states is an important quantity in biology, as it determines 

the ensemble at equilibrium. It is also important in drug design, with the binding free energy of an 

inhibitor often relating to its effectiveness. For these reasons, accurate prediction of binding free 

energies has been a longstanding goal of computational methods.1-5 Alchemical methods are a 

class of computational method that use molecular simulation to calculate free energy differences.6-

7 They have garnered a lot of attention in recent years8-11 and some benchmarks have shown that 

they outperform other computational methods.12 Free-energy perturbation (FEP)13 is one of the 

most commonly used methods to perform alchemical binding free energy calculations and is based 

on the Zwanzig equation.14-15 FEP can be used to calculate the absolute binding affinity of one 

molecule16 or the relative binding free energy of two molecules.17 Commonly, the system of 

interest is studied using molecular dynamics (MD) simulation18-19 and treated using a forcefield.20-

21  

 

There are different techniques currently used for relative binding affinity calculations using FEP: 

single topology, dual topology, and separated topology.22 In the single or dual topology approach, 

the two molecules A and B are treated as one entity. There is a single copy of atoms which are 

common to A and B, with additional atoms that are unique to one of A or B. In the separated 

topology approach, the two molecules are treated as separate entities. When using a separated 

topology approach, it is common to apply restraints between A and B to aid convergence, one of 

which would otherwise sample the entire simulation volume when fully decoupled at one of the 

endpoints.23-24 This can be a single distance restraint or multiple distance-orientational restraints. 

Orientational restraints must be applied more carefully, but can further aid convergence.25 The 
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advantage of the separated topology approach is that molecules A and B are free to sample the 

ensemble independently at any given point on the pathway. In the single/dual topology approach, 

the chimeric A/B molecule samples a single hybrid ensemble. Strictly speaking, convergence 

issues may also affect standard single and dual topology approaches, as the molecules are 

technically free to sample the unbound states throughout the entire simulation volume at any point 

on the pathway. The reason they do not do so is due to slow unbinding kinetics. Rocklin et al have 

recently suggested an approach which addresses part of this problem.26 In this case, molecules A 

and B are restrained to the protein independently. These restraints are then released at the end 

points. It is worth noting that the molecules are still free to sample the unbound states once the 

restraints are released.  

 

Despite the advances in calculations of binding affinities using alchemical methods, one of the key 

remaining issues is with absolute binding free energies for charged molecules and changes in 

ligand charges for relative binding affinities. Whilst there has been considerable attention paid to 

the application of analytical correction terms,27-31 this remains an underappreciated and difficult 

problem. In this work, we present an approach to solve this problem by simultaneously coupling a 

molecule in the bound state while decoupling it in the unbound state. We use a separated topology 

approach, with orientational restraints between molecules A and B. A similar approach has been 

used previously to study the aspartate transporter GltPh32 , the Glutamate Receptor GluA233, and 

the farnesoid X receptor.34 We term the approach coupled topologies and it is appropriate for both 

absolute and relative binding affinities. In this study, we use the approach to calculate relative 

binding affinities in an AmpC β-lactamase35 test system and compare to experimental data and a 

state-of the art computational approach.  
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Materials and Methods 

Experimental Binding Data 

Affinities of three AmpC beta-lactamase inhibitors were taken from a previous study.36 The 

structures and inhibitory constants of three compounds are shown in Table 1. 

 

Compound Structure Ki (μM) 

1 

 

26 

2 

 

1 
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3 

 

14 

 

Table 1 – Structures and inhibitory constants of the three AmpC beta-lactamase inhibitors in this 

study 

 

System Setup 

The structure of AmpC beta-lactamase in complex with the inhibitor 3-(4-carboxy-2-hydroxy-

phenylsulfamoyl)-thiophene-2-carboxylic acid (2) was downloaded from the Protein Databank37 

PDBID 1XGJ.36 Selenomethionines were changed to methionines and missing sidechains were 

added using Schrödinger’s Preparation Wizard,38 which was also used to check the orientations of 

the asparagine, glutamine, and histidine residues, as well as the protonation state of all ionizable 

residues. All heteroatomic species such as buffer solvents and ions were removed. The hydrogen-

atom positions were then built using the HBUILD facility of CHARMM39 with the CHARMM36 

energy function40 and the forcefield parameters and partial charges were assigned from the 

CHARMM36 force field.40 Water molecules were modelled with the TIP3P water model.41 

Complexes with inhibitors 1 and 3 were built using Schrödinger’s Maestro.42 CGENFF topologies 

and parameters43 for the three inhibitors were generated using Paramchem.44-45 To match the 
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experimental conditions, tris(hydroxymethyl)aminomethane and chloride ions were added to make 

50 mM Tris solutions. To ensure an overall charge of zero in the system, additional counter-ions 

were added. Before equilibrating, two stages of minimization were performed. In the first stage, 

6000 steps of minimization were performed with all heavy atoms fixed. In the second stage, 10000 

steps of minimization were performed with no atoms fixed or restrained. 

 

Alchemical Transformations  

To prevent a pair of molecules from interacting, we used the alchemify tool from NAMD 

(https://github.com/jhenin/alchemify). To prevent two pairs of molecules from interacting, we use 

a locally modified version of the alchemify tool from NAMD. This tool is available on GitHub 

(https://github.com/djhuggins/doublealchemify). Before testing the coupled topologies protocol, 

we used a standard separated topology protocol where the bound and unbound state 

transformations are treated separately. The standard separated topology protocol is represented in 

Figure 1: 

https://github.com/jhenin/alchemify
https://github.com/djhuggins/doublealchemify
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Figure 1 – The standard separated topologies method used to calculate relative binding free 

energies with. The bound state calculations (a) and unbound state calculations (b) are performed 

separately. The protein is represented as a cartoon. Molecules A and B are represented as a surface 

and colored magenta and cyan. Molecules with van der Waals interactions decoupled from the 

system are represented as a mesh. Molecules with electrostatics coupled to the system are marked 

with ⊕ and ⊝. 

 

The relative binding free energy (∆∆Gbinding) of molecules A and B is then given by: 

 

 ∆∆𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 = ∆∆𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 + ∆∆𝐺𝐺𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢       (1) 

 ∆∆𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 = ∆𝐺𝐺𝑣𝑣𝑣𝑣𝑣𝑣(1) + ∆𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(2) + ∆𝐺𝐺𝑣𝑣𝑣𝑣𝑣𝑣(3)      (2) 
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 ∆∆𝐺𝐺𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 = ∆𝐺𝐺𝑣𝑣𝑣𝑣𝑣𝑣(4) + ∆𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(5) + ∆𝐺𝐺𝑣𝑣𝑣𝑣𝑣𝑣(6)     (3) 

 

For all alchemical transformations, we perform the van der Waals and electrostatics perturbations 

separately, in accordance with current best practices.46-47 For example, we perform the 

transformation of A to B in the bound state (ΔΔGbound) in three stages. First we couple the van der 

Waals interactions of B, as in ΔGvdw (1). Second, we couple the electrostatic interactions of B 

whilst simultaneously decoupling the electrostatic interactions of A, as in ΔGelec (2). Third, we 

decouple the van der Waals interactions of A, as in ΔGvdw(3). For the unbound state calculations, 

we tested the sensitivity of the results to the size of the periodic box by repeating the calculations 

with rhombic dodecahedra (RHDO) with edge lengths of 36 Å, 45 Å, 52 Å, and 57 Å. The coupled 

separated topology protocol is represented in Figure 2: 

 



10 
 

 

Figure 2 – The coupled separated topologies method for calculating the relative binding free 

energy. The protein is represented as a cartoon. Molecules A and B are represented as a surface 

and colored magenta and cyan. Molecules decoupled from the system are represented as a mesh. 

 

The relative binding free energy of molecules A and B is given by: 

 

 ∆∆𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 = ∆𝐺𝐺𝑣𝑣𝑣𝑣𝑣𝑣(7) + ∆𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(8) + ∆𝐺𝐺𝑣𝑣𝑣𝑣𝑣𝑣(9)     (4) 
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To maintain separation of the bound and unbound states, we harmonically restrain one atom from 

each with a force constant of 1.0 kcal/mol/Å2. We performed two tests of the sensitivity of the 

results to the distance between the unbound ligand and the protein. First, we perturbed bound 

molecule A into bound molecule B in the complex with the unbound molecule B present. Second, 

we perturbed unbound molecule A into unbound molecule B with the complex of bound molecule 

B present. We tested different distances between the protein and ligand by translating the ligand 

15 Å, 20 Å, 25 Å, and 30 Å. 

 

Restraints 

In each case, the two (pairs of) molecules were restrained to one another using the six restraints 

determining the relative distance and orientation.48 We chose six atoms that are present in all three 

molecules, as shown in Figure 3: 
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Figure 3 – The distance and orientational restraints between molecules 1 and 3. The distance (r) 

is represented by a black line, the angles (θ1 and θ2) are represented by blue arcs, and the dihedrals 

(φ1, φ2, and φ3) are represented by gold curved arrows. 

 

The distance force constant was set to 1.0 kcal/mol/Å2 and the angle/dihedral restraints were set 

to 0.01 kcal/mol/degree2. The restraints were implemented in the NAMD colvars module.49 

 

Equilibration 

Equilibration was performed for 1.0 ns in an NPT ensemble at 300 K using Langevin temperature 

control.50 All systems were brought to equilibrium before continuing, by verifying that the energy 
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fluctuations were stable. MD simulations were performed using an MD time step of 2.0 fs. 

Electrostatic interactions were modelled with a uniform dielectric and a dielectric constant of 1.0 

throughout the equilibration and production runs. Van der Waals interactions were truncated at 

11.0 Å with switching from 9.0 Å. Electrostatics were modeled using the NAMD shifting function 

with an 11.0 Å cutoff and the systems were treated using RHDO periodic boundary conditions. 

MD simulations were performed using NAMD version 2.9.51  

 

FEP Calculations 

The total free energy change for an FEP calculation (ΔGFEP) was calculated as the sum of free 

energy changes for a series of N small steps between intermediate states a and b.14 The change in 

free energy was calculated for each small step (ΔGa→b) using the partition functions (Q) for the 

two states, which are calculated from the Hamiltonians (H). 

 

 ∆𝐺𝐺𝐹𝐹𝐹𝐹𝐹𝐹 = ∑ ∆𝐺𝐺𝑎𝑎→𝑏𝑏𝑁𝑁
𝑎𝑎=1,𝑏𝑏=𝑎𝑎+1          (5) 

 ∆𝐺𝐺𝑎𝑎→𝑏𝑏 = 𝐺𝐺𝑏𝑏 − 𝐺𝐺𝑎𝑎         (6) 

               = −𝑘𝑘𝑘𝑘 ln �𝑄𝑄𝑏𝑏
𝑄𝑄𝑎𝑎
�       

  = −𝑘𝑘𝑘𝑘 ln(〈exp(−(𝐻𝐻𝑏𝑏 − 𝐻𝐻𝑎𝑎) 𝑘𝑘𝑘𝑘)⁄ 〉𝑎𝑎) 

      

The results for the forwards and backwards FEP simulations were combined using the Bennett 

Acceptance Ratio (BAR) method.46, 52 BAR was implemented using the ParseFEP Plugin from 

VMD and the statistical error was estimated in each case.53 The estimated statistical error in the 

FEP free energy predictions using BAR was less than 0.4 kcal/mol in all cases. We used 32 lambda 
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windows for the forwards FEP simulations and 32 lambda windows for the backwards FEP 

simulations. The lambda schedules for the van der Waals and electrostatic transformations can be 

seen in Figure 4. 

 

Figure 4 – The lambda schedules for the (a) van der Waals and (b) electrostatic transformations 

 

A soft-core potential was employed with a van der Waals radius-shifting coefficient of 5.0.54-55 

Equilibration was performed for 75 ps for each lambda window and production simulation were 

performed for 225 ps for each lambda window. An NPT ensemble was used throughout. The 

symmetry contribution to the binding free energy is only appropriate if there is a difference 

between the sampling of the symmetry-related states in the bound and unbound states.56 Here we 

assume that all symmetry-related states are sampled adequately in the bound and unbound states 

and thus there is no symmetry contribution. 
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Results 

The first calculations we performed were to select the size of the unit cell for the calculation of 

ΔΔGunbound. Table 2 shows the results.   

 

RHDO Cell 
Edge (Å) Tris Ions Chloride 

Ions 
Tris Ion 

Concentration (M) 

ΔΔGunbound  (kcal/mol) 

Mean SD 

36.11 1 0 0.04986 -5.28 0.49 

45.46 2 1 0.04999 -5.43 0.36 

52.05 3 2 0.04995 -5.02 0.57 

57.27 4 3 0.05001 -5.30 0.54 

 

Table 2 – The relationship between the RHDO cell edge and ΔΔGunbound for the transformation of 

1 to 3. The means and standard deviations of three independent calculations are reported. 

 

The results suggest that increasing the cell size above 36.11 Å does not affect the free energy 

change, given a constant concentration of tris ions. The standard deviation (SD) is below 1.0 

kcal/mol in all cases. For the final calculations, an RHDO edge length of 57.27 Å was selected. 

We then looked at how ΔΔGunbound is affected by the presence of a protein at a range of distances 

and how ΔΔGbound is affected by the presence of an unbound ligand. The results are shown in Table 

3. 

 

Translation 
Distance (Å) 

ΔΔGunbound  (kcal/mol) ΔΔGbound  (kcal/mol) ΔΔGbinding  
(kcal/mol) Mean SD Mean SD 
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15.0 -4.81 0.64 4.50 0.42 -0.30 

20.0 -4.89 0.21 4.99 0.15 0.10 

25.0 -4.62 0.19 4.52 0.40 -0.10 

30.0 -4.95 0.10 5.09 0.51 0.15 

 

Table 3 – The effect of increasing the distance between the unbound ligand and the protein on the 

calculation of ΔΔGunbound, ΔΔGbound, and ΔΔGbinding for the transformation of 1 to 3. The means 

and standard deviations of three independent calculations are reported. 

 

The results suggest that increasing the translation distance above 15.0 Å does not affect the free 

energy changes. The standard deviation is below 1.0 kcal/mol in all cases. For the final 

calculations, a translation distance of 30.0 Å was selected. With this data in hand we moved on to 

calculate ΔΔGbinding for all three transformations. The results are shown in Table 4.  

 

Transformation 

Standard Coupled 

ΔΔGunbound  
(kcal/mol) 

ΔΔGbound  
(kcal/mol) 

ΔΔGbinding  
(kcal/mol) 

ΔΔGbinding  
(kcal/mol) 

Mean SD Mean SD Sum Mean SD 

1 -> 2 50.90 0.46 -52.83 1.60 -1.94 -2.50 0.92 

1 -> 3 -5.30 0.54 4.41 0.62 -0.88 -0.32 0.48 

2 -> 3 -57.17 0.74 54.65 1.54 -2.53 0.83 1.44 

 

Table 4 – The calculation of ΔΔGunbound, ΔΔGbound, and ΔΔGbinding for all three transformations. 

The means and standard deviations of three independent calculations are reported. 
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The two approaches yield reasonably similar results, despite a relatively large difference (3.4 

kcal/mol) in the case of the 2 -> 3 transition. The standard deviation is below 2.0 kcal/mol in all 

cases. The results of these calculations is compared to experimental data in Table 5. 

 

Transformation 
ΔΔGbinding  (kcal/mol) 

Experimental Standard  Coupled Topologies 

1 -> 2 -1.92 -1.94 -2.50 

1 -> 3 -0.37 -0.88 -0.32 

2 -> 3 1.56 -2.53 0.83 

 

 

Table 5 – The experimental differences in binding free energy, compared with the calculated 

values using the standard and coupled topologies approaches. 

 

The agreement between experiment and simulation is excellent for the 1 -> 2 and 1 -> 3 transitions. 

However, in the case of the 2 -> 3 transition the coupled topologies approach yields excellent 

agreement but the standard approach is inaccurate. The reasons for these differences is covered in 

the discussion.   
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Discussion 

We have developed an alternative methodology for calculating relative binding affinities which 

we term coupled topologies. This involves simultaneous and complementary transformations of 

the bound and unbound ligands, allowing the calculation of binding free energies where the two 

molecules have different charges without the use of correction terms. To facilitate convergence, 

each pair of ligands (bound and unbound) are restrained to one another using six restraints 

specifying the relative position and orientation. The bound and unbound states are separated using 

a single harmonic restraint on each. The van der Waals and electrostatic transformations are 

performed in different steps, in line with current best practices. The advantages of the coupled 

topologies approach are the simplicity and the ability to deal naturally with relative binding affinity 

for two molecules with different charges, without the need for correction terms.  

 

The results of this study show that coupled topologies is a viable approach to computing alchemical 

binding free energies. The experimental and calculated relative binding free energies are in good 

agreement, with a mean unsigned error of 0.45 kcal/mol. The coupled topologies approach also 

yields similar results to a standard protocol where the bound and unbound states are treated 

separately, with a mean unsigned difference of 1.50 kcal/mol. The difference between the results 

for the coupled topologies approach and the standard approach for the 2 -> 3 transition (3.36 

kcal/mol) may be statistical. However, it is know that the standard approach leads to finite-size 

artifacts in the MD simulations for charge change mutations27-29, 57 and this is likely the culprit. A 

number of schemes for calculating correction terms for these artifacts have been developed. These 

corrections terms are small in magnitude, but significant in the context of relative binding free 
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energies. Whilst correction terms can prove useful they rely on approximations and are commonly 

performed on a single structure for each state rather than the full ensemble. The simulations in this 

work are performed using NAMD, which employs atom-based electrostatic cutoffs. Accurate 

correction schemes for this approach have not been presented.  

 

The disadvantage of the coupled topologies approach is that the unit cell needs to be larger to 

accommodate the complex and the unbound ligand at an appropriate distance. However, the 

increase in compute time is expected to be quite small and may be negligible for certain protein 

geometries. In this case, the computational times were almost identical due to the cell sizes chosen. 

Future work should explore the minimal unit cell sizes necessary for each type of calculation, 

which will determine the relative performance of the coupled topologies approach. It is interesting 

to note that the values of ΔΔGunbound remain almost constant despite increases in unit cell size, 

suggesting that small cell sizes are sufficient to yield accurate results in the case of the standard 

approach. In addition, the values of ΔΔGunbound and ΔΔGbound remain similar despite short distances 

between the bound and unbound states, suggesting that the unit cell size does not need to be too 

large in the case of the coupled topology approach. A key caveat to both findings is that 

electrostatics were modeled using a shifting function with an 11.0 Å cutoff as all attempts to use 

particle-mesh Ewald58 (PME) calculations in NAMD failed. Thus, these calculations should be 

repeated using PME with an updated version of NAMD and/or another MD package in future 

work. The use of PME would also allow accurate correction terms for finite-size artifacts to be 

computed. 
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It would also be interesting to apply coupled topologies to other approaches and types of free-

energy calculation. It could be applied quite simply to absolute binding free energies by using 

restraints between the protein and the inhibitor as well as to single topology or separated topology26 

approaches. It could also be used to predict the effect of amino acid mutations on protein-protein 

binding affinities, but it would be challenging to apply the method to amino acid mutations to 

predict the effect of amino acid mutations on protein stability due to the large size of the (unfolded) 

unbound states. Whilst this study represents a limited test case, the coupled topologies approach 

appears to be a useful addition to the suite of methods for calculating alchemical free-energy 

changes. 
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