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ABSTRACT 

Modeling nanoparticles is an essential first step to assess their capacity in different uses such 

as in energy storage or drug delivery. However, creating an initial starting conformation for 

modeling and simulation is tedious because every crystalline material grows with a different 

crystal habit. In this application note, we describe Nano-Crystal, a novel web-based 

crystallographic tool, which creates nanoparticle models from any crystal structure guided by 

their preferred equilibrium shape under standard conditions according to the Wulff 

morphology (crystal habit). Users can upload a cif file, define the Miller indices and their 

corresponding minimum surface energies according to the Wulff construction of a particular 

crystal, and specify the size of the nanocrystal. As a result, the nanoparticle is constructed 

and visualized, and the coordinates of the atoms are output to the user. Nano-Crystal can be 

accessed and used at http://nanocrystal.vi-seem.eu/. 
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INTRODUCTION 

Nanomaterials and nanomaterial-based technologies enable new applications across 

disciplines, including mechanical and electrical engineering, environmental cleanup, energy 

storage, fabrics, information and communication technologies, medicine, and several others1-

4. A nanomaterial is defined as a material with any external dimension in the nanoscale or 

having internal structure or surface structure with dimensions ranging from 1 nm to 100 nm.  

Nanoparticles have a larger surface area per weight than conventional materials; the 

dimensions of nanoparticles are so close to atomic dimensions that an unusually high fraction 

of the total atoms are is present on their surfaces, therefore a nanoparticle has a surface more 

populated than the bulk5. Nanoparticles possess unique physicochemical properties due to 

their high surface area and nanoscale size. Due to their potential to increase the material 

surface area, e.g. in highly catalytic gold nanoparticles, enhance anti-bacterial material 

properties, e.g. in anti-microbial polymer foil with silver-doped tricalcium phosphate 

nanoparticles,  improve the hardness of a material, e.g., in nanocomposites, affect the electron 

band gap of materials, e.g., in solar cells, augment electric properties, e.g., in nanofilled 

coatings, alter magnetic properties, e.g., magnetic separation, enable drug delivery, e.g., in 

drug nanocarriers, these materials allow for a wide range of applications.6,7 The possibilities 

to design different nanomaterials are vast, and consequently, computational methods are now 

routinely being employed in order to predict and design novel nanoparticles before they are 

tested experimentally. For example, computational approaches can significantly aid our 

efforts in nanoparticle formulation selection by allowing visualization of the molecular 

motions that contribute to processes that take place in key steps in the nanomedicine pipeline, 

such as drug encapsulation and release8, 9, nanoparticle targeting, delivery and uptake10-15, and 

nanoparticle effects on cells and tissues16-18. Computational methodologies for modeling 

nanoparticles can be classified depending on the timescale and length scale they apply to 
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study; these methods vary from ab-initio quantum calculations, where the full electronic 

structure of the systems is modeled either statically or for short times, to classical 

microscopic (atomistic) simulations, mesoscopic coarse-grained techniques, and up to 

macroscopic approaches, where systems are modeled in the continuum19, 20. 

Nanoparticles of metals, chalcogenides, nitrides, and oxides are often crystalline, and these 

are referred to as nanocrystals. Nanocrystals are of particular interest for their mechanical, 

electrical, magnetic, optical, chemical and other properties, and recently they have been 

implicated in oil refinement, solar panels, drug delivery, biosensors, cosmetics, etc21-28.  Curie 

and Gibbs were the first to show that the equilibrium shape of a crystal is that which 

minimizes the surface free energy integrated over the entire surface for a fixed volume 

produced in conditions of perfect thermodynamic equilibrium, vacuum and at 0 K; this 

equilibrium shape is termed “crystal habit”29. Therefore, s Slight variations in the growth 

rates of different crystal planes in a given crystal structure lead to different crystal habits, 

which dictate the characteristic external shape of a nanocrystal30. The equations that minimize 

the integrated surface free energy of the crystal defining the equilibrium crystal shape were 

first formulated by Wulff31, and thus the equilibrium crystal shape is also referred to as 

“Wulff construction” as well as crystal habit. 

Accurate multi-scale modeling of crystal nanoparticles32-34 requires careful consideration of 

the crystal habit. However, crystallographic files only contain the crystallographic unit cell 

and not its crystal habit. Therefore, creating the initial starting conformation of a nanocrystal 

for modeling and simulation is tedious, because there is no easy way to construct the Wulff 

morphology from the crystallographic unit cell. Freeware software packages to construct the 

Wulff morphology are available (e.g., Vesta35, 36, Mercury37-40, WinXMorph41, 42), but these 

must be downloaded and installed, and in many cases, additional libraries or software 

programs are required. We present here, for the first time, a web-based tool, which can 
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produce nanoparticles for simulation from any crystalline material according to the Gibbs-

Wulff minimum surface energy, given their crystallographic unit cell and minimum free 

energy growing planes. 

 

METHODS 

Notation, Space and Point Groups in Crystallography. A crystal structure is the 

description of the ordered arrangement of atoms, ions, and molecules in a solid that repeats in 

symmetric patterns along the three-dimensional space. The smallest group of particles in a 

crystalline material that constitutes a repeating pattern is called the unit cell of the structure 

(Figure S1). The crystal structure is defined as a combination of the crystal lattice with the 

motif (or else basis). A crystal lattice is a lattice with points that are the connection points 

between the unit cells, and the motif consists of the arrangement of the building blocks 

(atoms, molecules) of a unit cell. If we replace the lattice points with the motif it will 

generate a structure that is referred to as a crystal,	
   which is the periodic translational 

arrangement of atoms in space (Figure S2). The crystal structures of all crystals can be 

classified in into seven crystal systems, according to the symmetry of the unit cells (Figure 

S3) and in into four centering types, which show the position of the atoms or molecules in the 

unit cell (Figure S4). The combination of the seven crystal systems with the centering types 

produces the 14 Bravais lattices that are the distinct lattice types, which when repeated can 

fill the whole space (Figure S5). A crystal system is also defined by a point group, which is a 

group of symmetry operations, like rotations or reflections (Figure S6) and by a space group, 

which is the combination of the 14 Bravais lattices with the point groups (Figure S7-S9)43. 

To describe the crystal planes in the Bravais lattices, the Miller indices notation system is 

used44. The orientation of a surface or a crystal plane may be defined by considering how the 
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plane, or any parallel plane, intersects the main crystallographic axes of the solid. The 

application of a set of rules leads to the assignment of the Miller indices, which are 

determined by three integers h, k, and l (hkl) that quantify the intercepts and thus may be 

used to uniquely identify a family of lattice planes or surfaces (Figure S10). For more 

information on crystallography theory, please refer to the SI. 

Equilibrium Crystal Shape. Gibbs proposed that a droplet or crystal will arrange itself such 

that its surface Gibbs free energy is minimized by assuming a shape of low minimum surface 

energy29. Wulff made use of Gibbs theory and created a methodology to determine the 

equilibrium shape of a crystal based on its preferred growing planes (crystal habit) and 

minimum surface energies of fixed volume produced in conditions of perfect thermodynamic 

equilibrium, vacuum, and at 0 K. He also showed that the distance d of a crystal plane from 

the origin is proportional to its minimum surface energy γ45: 

dhkl = λ * γhkl   ,   λ=constant (1), 

where dhkl is the distance d of the Miller plane hkl from the origin, and γhkl is its minimum 

surface energy. Equation 1 denotes that lower surface energy leads to a larger plane area 

closer to the origin, because when the surface energy γhkl is reduced, the distance of that 

surface from the origin dhkl is also reduced, and as a result, that plane truncates the other 

planes at a greater extent (Figure 1). The Wulff construction, or crystal habit, results in a 

polyhedron with the following properties: a) The polyhedron depends only on ratios between 

surface energy values of the different planes, therefore they can be expressed in any unit 

provided that the units are the same for each input surface energy. b) The (hkl) planes with 

high surface tension (usually high-indexed ones) are less likely to appear in the equilibrium 

shape. c) High-index faces are usually hidden behind low-index ones, even if their γhkl is 

small. d) The extra energy associated with the formation of edges and vertices between two 

surfaces is neglected. e) The polyhedron bears the same symmetry (belonging to the same 
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point group) as the crystal structure of the material. For the above-mentioned point d), Wulff 

construction consists only of planar facets, which intersect in sharp corners and sharp straight 

edges. In case the edge energies are not neglected, the crystal faces would grow to be 

rounded faces. For the appearance of rounded edges, the temperature should be over 0 K46.	
  

This effect will become visible once the temperature is raised in the simulation of the 

nanoparticle. In addition, the Wulff construction assumes an equilibrium shape according to 

the minimum surface Gibbs free energy in vacuum. However, the growth of these minimum 

free energy surfaces can be modulated by solution conditions, pH, temperature changes, etc., 

resulting in a change on the crystal shape47. The growing planes of the crystal, which 

correspond to its minimum surface energies, can be used to extend the size and shape of the 

nanoparticle48 (Figure 1). Below, we describe the methodology we use to generate the Wulff 

construction or crystal habit from the crystal structure unit cell of the nanoparticle material. 

For more information, see the SI. 

 

Figure 1. Demonstration of the effect of the surface plane free energy ratios on the 

morphology of the crystal growing planes in a cubic crystal example. (A) The surface free 

energy of the {100} plane family is dominating the morphology for the {111}/{100} free 

energy ratio equal to 2. (B) Upon decreasing the {111}/{100} ratio to 4/3, the {111} Miller 

plane family becomes visible in the crystal morphology truncating the corners of the crystal 

shape. (C) Further decrease of the {111}/{100} ratio to 1, results in a more evident 
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appearance of the {111} planes. (D) The {111} Miller plane family dominates the crystal 

morphology, when the {111}/{100} ratio is equal to 3/4. 

 

Minimum Energy Planes. First principles quantum mechanical calculations are important 

complementary tools to experimental techniques in characterizing surface properties of a 

material such as its surface energies49. The Wulff construction provides the crystal shape 

under equilibrium conditions, and in this construction the distance of a face from the origin is 

proportional to the surface energy of that face. As a result, the equilibrium shape is formed by 

the planes with the minimum free energy, and these can be predicted by ab-initio quantum 

mechanical calculations at the DFT, MP2, CCSD(T), etc. level of theory or by computational 

techniques such as the Donnay-Harker principles50, the Hartman-Perdok method51-53, or the 

Ising model54, which can predict the crystal morphology. The minimum surface free energy 

planes and their associated energies are used in the present study as input from literature 

sources to construct the crystal habit. 

Crystal Habit Calculation. By using the Wulff construction, our algorithm constructs the 

equilibrium shape of a crystalline nanoparticle via the following steps: 

Step 1: First, the algorithm produces the symmetric Miller indices for each hkl triplet input, 

according to the point group of the crystal, which is taken from the crystallographic file. As a 

result, a list of all symmetric Miller indices is obtained. From each one of the hkl triplet in 

this list, three Cartesian coordinates are produced from the fractional coordinates as well as 

the unit cell parameters, which are enough to produce a plane (Figure S11). Subsequently, 

from the list of Miller indices, we obtain a list of the corresponding Miller planes. These 

planes are placed at a distance from the origin, which is proportional to their surface energy 

usingat a user-defined maximum nanoparticle radius. 
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Step 2: The second step is the calculation of the polyhedron vertices. To do so, An exhaustive 

search is performed to find all the intersection points by taking all possible combinations of 

three Miller planes (Figure S12). The algorithm discards those intersection points that lie 

outside of at least one Miller plane (verified by using the plane equations); the rest of the 

intersection points form the set of the polyhedron vertices, V (Figure S13).  

Step 3: The third step is the definition of the polyhedron faces. In principle, we note that each 

face is a polygon that lies on one of the planes, which it is defined by a subset of V and by a 

set E of ordered edges, i.e., line segments that connect vertices. For each Miller plane, all 

vertices that lie on it (satisfy the plane equation) are first defined. Thus, a polygon is created 

given these vertices using the Quickhull algorithm55. With the Quickhull algorithm, the 

convex hull of a set of points (in our case, the subset of the vertices) is defined. It uses the 

divide and conquer approach, and its average case complexity is considered to be 

O(n*log(n)), whereas in the worst case it takes O(n2), where n is the input size and in our case 

the number of vertices. In our implementation of the algorithm, the most distant points are 

connected with a (double) line segment, which initializes the set E. Then, in each of the 

iterative steps, the most distant point from any of the line segments in E is found; that line 

segment is replaced with two new ones, connecting the most distant point. The iterative steps 

of the algorithm stop when all points have been included in the convex hull (Figures S14-

S15).  

In this way, for each Miller plane we obtain an ordering of the edges that form a closed chain. 

As a result, the faces of the equilibrium shape are obtained, and the equilibrium shape of the 

nanoparticle is constructed. Therefore, with the preferred growing planes of the crystal in 

Miller indices, their corresponding minimum surface energies (Wulff construction), and the 

desired maximum nanoparticle radius, the equilibrium shape (Wulff morphology) of any 
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crystal of any space group, lattice parameters, and size, is constructed. The workflow for the 

construction of the Wulff morphology is presented in Figure S16. 

Unit cell replication. Now that the crystal habit of the nanoparticle has been constructed, the 

next step is to fill that shape with the atoms of the material. The first step to fill the 

equilibrium shape with atoms is to calculate the symmetric unit cell from the asymmetric one. 

The asymmetric unit refers to the smallest possible occupation of space within the unit cell 

(Figure S17). The algorithm applies the symmetry operations and crystal parameters of the 

crystal space group from the crystallographic file to the atoms of the asymmetric unit cell. 

This procedure produces the symmetric unit cell and its atoms. The steps to build the 

symmetric unit cell from the asymmetric one are as follows: 

Step 1: Apply the given symmetry operations (obtained from the crystallographic file) to the 

atoms of the asymmetric unit and remove duplicated atoms. As a result, a list of atoms is 

obtained with their Cartesian coordinates (Figure S18).  

Step 2: Atoms that are outside the asymmetric unit cell should be moved inside. The 

asymmetric unit cell is a cube with lengths of 1 Å with the origin being on the bottom left 

edge. If one of the Cartesian coordinates of the atom is below 0 or over 1, we add or subtract 

1, respectively. 

Step 3: Atoms that are on the unit cell faces should be copied to its parallel face. 

Step 4: Atoms that are on an edge should be copied to all edges. 

Step 5: Apply the lattice parameters on atomic coordinates of the asymmetric unit. The lattice 

parameters (unit cell lengths and angles) are not present in the asymmetric unit cell and as a 

result in the given atom coordinates in the .cif file. So we have to apply them in order to get 

the atom coordinates of the symmetric unit cell. 
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As a result of this methodology, we obtain the symmetric unit cell of the crystal (Figure S19).  

The second step in order to fill the equilibrium shape with atoms is to replicate the symmetric 

unit cell along all three spatial directions until the equilibrium shape is filled. To do that is, 

The algorithm replicates the symmetric unit cell across all directions until it reaches the 

maximum length of x, y, and z of the equilibrium shape. As a result, a big cube or 

parallelepiped is built (Figure S20). Then the duplicated atoms and the atoms that are outside 

of the equilibrium shape (Figure S21) are removed. The final nanoparticle is constructed 

(Figure S22), as a result of these steps (Figure S23). In Figures 2 and 3 we demonstrate the 

workflow of the methodology. 

Coordination polyhedra. Upon constructing the crystal habit of the nanoparticle, the user 

has the option to create the crystal habit by truncating the shape exactly at the crystal habit 

boundary or to include all atoms that form coordination polyhedra for atoms inside the 

equilibrium shape. To implement this feature we used the average single-bond covalent radii 

list from analysis of the Cambridge Structural Database, based on a statistical analysis of 

more than 228,000 experimental bond lengths56. Then, we compute the bond between atoms 

A and B, from the summation of their covalent radii and a tolerance value of 0.2 Å (see 

Supplementary Information for mode details). As a result, the coordination polyhedra on the 

boundary of the equilibrium shapes are kept intact (Figure S24). 

 

Figure 2. The visualization of the algorithm’s methodology using Matlab visualizations. 
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Validation. For validating our code, we have used the following approaches. First, we 

selected literature cases, where the crystal habit is constructed by using input from quantum 

mechanical calculations. Using this input we reproduced the crystal habit with our web 

server. Specifically, we retrieved quantum mechanical information for the cases of: (a) Fe3O4 

(magnetite) nanoparticle, using data from Ref. 57, (b) TiO2 (rutile) nanoparticle, using data 

from Ref. 58, (c) LiFePO4 (olivine) nanoparticle using data from Ref. 59. Second, the input 

from the above-mentioned crystal habit parameters was also input in Vesta35, 36. We then 

checked whether the Vesta output is in agreement with the output of our algorithm.	
  Third, we 

compared our results with experimental data. However, as experimental data do not provide 

surface energies, our comparison was limited to identifying the correct shape provided by the 

experiment. We have tested our web server against Ref.60 and successfully reproduced the 

crystal habit of gold nanocrystals as retrieved by field emission scanning electron microscopy 

based on the experimentally provided Miller planes (refer to pages 34-35 in the SI and Figure 

S40). 

 

WEB SERVER IMPLEMENTATION 

Development. For the above-mentioned methodology and the web server, a new algorithm 

was programmed in both MATLAB and C++, and no previously developed algorithms were 

re-implemented. C++ runs in the backend in the current web server implementation, and the 

front-end is written in PHP. To visualize the nanoparticles after construction, the JSmol 

applet was added in to the website, which is a fully functional implementation of Jmol61, 62 

that does not require Java and runs in any modern (HTML5) web browser. A user manual and 

a test case for the construction of the Fe3O4 (magnetite) nanoparticle are included in the 

website. 
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Figure 3. Workflow of the NanoCrystal tool. 

 

User provided input. Crystal structures of materials are usually provided as .cif files63-67. 

Therefore, the user inputs the cif file of the desired material in the web server, which contains 

all relevant crystal information such as crystal parameters, point group, space group, the 

atomic Cartesian coordinates of the asymmetric unit cell, etc. (Figure S25). Subsequently, the 

user inputs the Miller indices of the minimum energy growing planes and their corresponding 

surface energies (Figure S26-S28), which can be retrieved either from quantum mechanical 

calculations based on the Wulff construction. These energies can be expressed in any unit 

provided that the units are the same for each input surface energy because the Wulff 

construction results in a polyhedron that depends only on ratios between surface energy 

values and not on their absolute values. The user is also asked to choose whether to include 

all atoms that form coordination polyhedra for atoms inside the equilibrium shape. The final 

input is the maximum radius of the nanoparticle in Å, which determines the size of the 

nanoparticle (Figure S28). After pressing the upload button, the web server produces the 

coordinates of the atoms in a .xyz file and a .pdb file and also visualizes the nanoparticle 

using the Jsmol plugin (Figure S30). 
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CASE STUDY 

The proposed workflow is demonstrated to construct the magnetite (Fe3O4) nanoparticle.  The 

first user-defined input is the cif file of the crystal. The magnetite crystallographic file can be 

downloaded from http://crystallography.net/cod/9010940.html68. Magnetite has an inverse 

spinel crystal structure based on a face-centered cubic array of oxide ions with magnetite Fe+2 

occupying octahedral holes and Fe+3 equally distributed between octahedral and tetrahedral 

holes. The unit cell lengths are a=b=c=8.3198 Å and cell angles α=β=γ=90ο. The magnetite 

cif file also contains the symmetry operations and the Cartesian coordinates of the atoms of 

the asymmetric unit. The Miller indices and minimum surface energies of magnetite are 

retrieved from a density factional theory (DFT) study57 (Τable S1). The last user-defined 

input is the maximum radius of the NP in Å (for this case study we input 30 Å).  

Using the Miller indices input and the point group of the crystal, the algorithm produces a 

total of 14 symmetric Miller planes and the equilibrium shape is produced (Figure 4A, Figure 

S31). Then the tool produces the symmetric unit cell and translates it across all directions 

until the above equilibrium shape is filled. As a result, the Fe3O4  nanoparticle is produced, 

and the coordinates of the atoms can be downloaded in a .pdb and a .xyz format (Figures 

S32-S33). The total number of the atoms is 11,222. Figure 4A presents the equilibrium 

crystal shape from the Wulff construction as generated by our algorithm and visualized in 

Matlab69, which is in agreement with the one from first principle calculations57, Figure 4B 

shows the final constructed Fe3O4 nanoparticle visualized using JSmol, and Figure 4C shows 

the final constructed Fe3O4 nanoparticle visualized using JSmol, including atoms that form 

coordination polyhedral with atoms inside the equilibrium shape (for more use cases see the 

SI, Figures S34-S40 and Tables S2-S3).  
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Figure 4. (A) The equilibrium shape of the Fe3O4 produced in Matlab. (B) The Fe3O4 

nanoparticle visualized using JSmol. (C) The Fe3O4 nanoparticle visualized using JSmol, 

including atoms in coordination polyhedra. 

 

CONCLUSIONS 

In recent years, nanotechnology has attracted significant interest in many industrial 

applications. Building the initial configuration of a crystalline nanoparticle for simulation is a 

tedious task that requires specialized software to ensure that the equilibrium crystal shape of 

the material is taken into account. We present here, for the first time, a web-based tool, which 

can produce nanoparticles for simulation from any crystalline material according to the 

Gibbs-Wulff minimum surface energy, given their crystallographic unit cell and minimum 

free energy growing planes. 

Our web server is a tool for scientists interested in efficiently retrieving atomic coordinates 

for crystal nanoparticles simply by entering the bulk structure and the surface energies of the 

relevant facets, and without the need for installing additional software. Other popular 

software for crystal structure visualization, exploration, and analysis such as Vesta35, 36 and 
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Mercury37-40, provide additional functionalities; for example in Vesta the user may modify 

crystallographic parameters such as the lattice parameters, the point group, the space group, 

the atomic coordinates or model electron and nuclear densities, providing powder diffraction 

patterns etc., which are, however, beyond the scope of this work. 

An algorithm was implemented that constructs the Wulff morphology for a any given crystal 

structure based on its preferred growing planes expressed in Miller indices and their 

corresponding surface energies (crystal habit) as well as a user-defined crystal size. Initially, 

the equilibrium crystal shape is created as a polyhedron, which is the intersection of multiple 

polyhedra and individual planes. The next step is to construct the symmetric unit cell from 

the asymmetric one and replicate it inside the previously constructed polyhedron. As a result, 

the final nanoparticle is constructed, and the coordinates of the atoms are written in .xyz and 

.pdb files, they can be downloaded. The nanoparticle can also be visualized within the 

website. 

Future updates may include constructing more complex nanoparticle systems, such as 

constructing coated nanocrystals with user-defined ligands for biomedical simulations21 

(Figure S41). Moreover, in case the Miller indices and their corresponding minimum surface 

energies are not known from literature sources, the Wulff construction may be automatically 

calculated by applying computational methods such as the Donnay-Harker principles50, the 

Hartman-Perdok method51-53 or the Ising model54 (for more information about these methods 

refer to the SI and Figure S42). 
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ASSOCIATED CONTENT 

Supporting Information.  

Additional methodological details and supporting figures explaining the methodology are 

presented in PDF format. A supporting video showcasing the web server use is provided in 

mp4 format. Four different use cases for nanocrystals F3O4, LiFeO4, TiO2, and Au are also 

provided with their accompanying cif files and Miller indices and minimum surfaces planes. 

The Supporting Information is available free of charge on the ACS Publications website.  
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