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ABSTRACT  

OpenMM is a free and GPU-accelerated Molecular Dynamics (MD) engine written as a layered 

and reusable library. This approach allows maximum flexibility to configure MD simulations and 

develop new molecular mechanics (MM) methods. However, this powerful versatility comes at a 

cost: the user is expected to write Python scripts to run a simulation. OMMProtocol aims to fill 

this gap by stitching OpenMM and additional third-party modules together, providing an easy way 

to create an input file to configure a full multi-stage simulation protocol, from minimization to 

equilibration and production. OMMProtocol is LGPL-licensed and freely available at 

https://github.com/insilichem/ommprotocol.  

 

 

 

https://github.com/insilichem/ommprotocol
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Introduction  

Structural biology and physical chemistry have been using computer simulation for decades now. 

One of the most popular methods is Molecular Mechanics (MM) and its maximum applicative 

expression, classical Molecular Dynamics (MD). Nowadays, there are numerous well-established 

software suites to perform MD simulations like Amber,1 CHARMM,2 Gromacs,3 NAMD4 or 

TINKER.5 However, novel packages keep appearing. Those novel implementations mainly take 

advantage of new hardware improvements and more particularly the availability of general 

purpose graphic processing units (GPGPUs) at consumer level prices, which allow significant 

speedup of the software performance through massive parallelization at a cheap cost. While the 

traditional actors of the MD field have been implementing GPU acceleration for years now, a 

new project has been attracting significant attention: the OpenMM toolkit.6 

Built for both multiplatform performance and development flexibility, OpenMM provides an 

open-source layered library that allows easy reutilization in external software. It also counts with 

a thriving environment of satellite packages, like MDTraj7 for trajectory analysis, ParmEd8 for 

advanced handling of structures and parameters or PDBFixer9 for structure sanitization. Despite 

its versatility, OpenMM lacks a command-line executable. While it is true that OpenMM 

contains a high-level Python interface to setup MD simulations, it also expects the user to write 

or modify Python scripts.10 In fact, the OpenMM team offers some tools to ease the script 

preparation process, like an online input creator11 or the more recent openmm-setup12 local web 

app. However, they still require running a Python script. The project openmm-cmd13 does offer a 

command-line interface, but it was last updated in 2014 and only wraps the OpenMM app 

module with command line arguments. 
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Here, we present OMMProtocol, a Python 2.7/3.5+ application which combines OpenMM, 

MDTraj, ParmEd and openmoltools in a straightforward executable to easily configure and 

deploy OpenMM-based MD simulations.   

Methods 

OMMProtocol is built around three main ideas: (1) Only a single, readable file should be needed 

to easily setup a full, GPU-accelerated, reproducible MD simulation without programming skills; 

(2) Users from other MD suites should be able to use it without disrupting their existing 

workflows; (3) Reported data should be well-labeled and properly named without user 

intervention. 

The protocol file. The name OMMProtocol stands for OpenMM Protocol. This means that, in 

addition to the initial conditions of the structure (topology, coordinates, velocities, periodic box 

vectors…) and the treatment of the simulated universe (forcefield parameters, integrators, 

temperature, barostat...), the user can specify the different stages of the protocol, like 

minimization, equilibration, simulated annealing, or production. Each stage can override most of 

the global parameters (number of steps, temperature, constrained atoms if any, format of the 

output files…), which confers maximum flexibility when designing a protocol. Since each 

protocol is a plain-text YAML11 file, the same file can be shared and edited for other 

calculations: only the structure files (topology and positions, most of the time) need to be 

modified (see figure 1). All the available keys are reported in the accompanying Technical 

Documentation. For advanced users, the Jinja12 templating engine has been implemented, which 

can greatly simplify protocols involving highly-similar stages (equilibration, for example). 
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Figure 1: OMMProtocol files are formatted in YAML. Configuration keys can be specified in any order, but they 

have been grouped in this figure for convenience. Section A contains the structural data of the system to be 

simulated: the topology key is always required. Section B groups options related to file output. Section C controls 

the hardware to be used. Section D and E specify the conditions of the simulation. Finally, section E lists all the 

stages to be simulated in this protocol. Each entry, marked with a starting dash, can override any of the global 

options specified in sections B-E. Usually, only constraints, minimization, temperature and simulated steps will be 

modified here, since every other parameter is normally constant during the full protocol. 

 

Input and output compatibility. In addition to PDB/PDBx files, OpenMM can open files 

coming from Amber, Gromacs, Desmond and CHARMM suites. While these formats are very 

different in syntax and contents, OMMProtocol provides a single interface to handle them all 

with a clear order of precedence (see figure 2). The core of this interface is the topology 

container, on top of which the user can choose to load coordinates, velocities, box vectors, or 

forcefield parameters, if needed. Additionally, if the default OpenMM compatibility is not 

enough, ParmEd’s automated loaders will be called to parse the file into something that 

OpenMM can understand. When it comes to write results, OpenMM is compatible with several 

types of trajectory and checkpoint formats. OMMProtocol integrates those found in ParmEd and 

MDTraj and adds two custom ones. To handle this diversity, the possible output files are 

categorized in trajectory, restart and log reports. For more details, please see ESI tables 1 and 2. 

All the generated files are named after the protocol name and originating stage for easy 

identification during the analysis. 
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Figure 2: Order of precedence of input files. In OMMProtocol, three main data are required to run a simulation: 

topology, coordinates and forcefield parameters. The main file is specified with the topology key. In addition to the 

topology information, this file can also provide coordinates and box vectors (like in PDB files) or forcefield 

parameters (like Amber’s PRMTOP). If one of the three main data is missing, it must be provided in its separate, 

corresponding key. This strategy can also be used to override information provided by files specified in lower 

categories of precedence. For example, if a PDB file is chosen as the topology source, its original coordinates can be 

overridden with a different PDB file in the positions key. 

 

Constraints and restraints. Custom forces are one of the most popular OpenMM features. 

However, applying a given force to a subset of atoms is not very user-friendly and one must 

provide the specific atom indices as enumerated in the topology file. Users would expect to use 

simple keywords like “protein”, “solvent” or “backbone” to select parts of the system. 

OMMProtocol uses MDTraj’s domain-specific language (DSL) to apply constraints, positional 

restraints or distance-based restraints to a subset of atoms. 

Results 

OMMProtocol can be easily installed through conda packages and self-contained wizards in 

Windows, MacOS and Linux, which will provide the needed commands. To launch a simulation, 
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the user just needs to run ommprotocol simulation.yaml from the terminal, where 

simulation.yaml is the input file. Additionally, basic trajectory analysis can be performed 

afterwards with the accompanying ommanalyze executable, if desired. More details can be found 

in the accompanying Supporting Information. 

Conclusions 

With OMMProtocol, both beginners and experts can start to benefit from the stellar OpenMM 

performance right away, without worrying about programming skills or implementation details. 

As a result, unattended simulations can be set to reach longer timescales in less time, both for the 

computation itself and the input preparation. Nowadays it is routinely used in our research group, 

where several publications have been directly benefitted.14,15 It is LGPL-licensed and freely 

available in GitHub (https://github.com/insilichem/ommprotocol).  

ASSOCIATED CONTENT 

Supporting Information. The following files are available free of charge. 

• ommprotocol-supporting (PDF). Supplementary details on OMMProtocol 

implementation and usage. 

• ommprotocol-technical-documentation (PDF). Installation instructions and Python API 

documentation. 

• ommprotocol-src (ZIP). Snapshot of the source code at the moment of submission. 
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