‘Diet GMKTN55’ offers accelerated benchmarking through a representative subset approach
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The GMTKN55 benchmarking protocol introduced by [Goerigk et al., Phys. Chem. Chem. Phys., 2017, 19, 32184] allows comprehensive analysis and ranking of density functional approximations with diverse chemical behaviours. But this comprehensiveness comes at a cost: GMTKN55’s 1500 benchmarking values require energies for around 2500 systems to be calculated, making it a costly exercise. This manuscript introduces three subsets of GMTKN55, consisting of 30, 100 and 150 systems, as ‘diet’ substitutes for the full database. The subsets are chosen via a stochastic genetic approach, and consequently can reproduce key results of the full GMTKN55 database, including ranking of approximations.

Density functional theory (DFT) has established itself as a dominant approach for computational modelling of chemical systems. But this success has come at a cost – there is now a “zoo” of hundreds, if not thousands of approximations to choose from. Selecting a functional (here called a density functional approximation, DFA) has thus become a highly non-trivial task. This task is made harder by selection bias in scientific publishing: it is rare to find a new approach that doesn’t claim to solve some important problem or other, whereas there is a delay until problems introduced by new approaches are publicised. Thus, there is a significant trial and error in determining if a newly introduced (or indeed old) DFA is likely to offer systematic improvements over existing methods.

Benchmarking studies, which rank DFAs on their ability to reproduce key chemical physics calculated at a higher level of theory have thus become an integral part of method selection. The recently introduced “general main group thermochemistry, kinetics, and non-covalent interactions” (GMTKN55) benchmark database establishes an unsurpassed level of rigour in establishing the overall quality of DFAs, and must be considered the state-of-art of benchmarking for chemical systems. The reactions, atomisation energies, and other energy differences included in the database incorporate an extensive range of important chemical processes. The ranking systems introduced in that work critically evaluate DFAs on a comprehensive range of tests using a set of 1500 energy differences. Approaches which perform well on these tests should thus be expected to perform well in main group chemistry generally.

But to test a given method against GMTKN55 requires almost 2500 single point calculations be carried out. While this number of calculations is quite feasible in modern, well-developed quantum chemistry codes, it is more difficult to achieve using the planewave codes typically used in material science problems. Furthermore, methods that are highly innovative are often implemented inefficiently at first, with optimisation coming only after initial successes (e.g., the work of Román-Pérez and Soler for vdW-DFs). Comprehensive testing across GMTKN55 may thus be infeasible or impossible at precisely the stage when it is most needed – when methods are being designed.

There is therefore a clear need for smaller databases that can be used to accurately assess methods for which comprehensive testing is infeasible. Ideally, such a database should not sacrifice rigour, and must capture the key features of existing state-of-art. This work establishes that a key ranking system of GMTKN55, called WTMAD-2, can be accurately reproduced using just 100 systems selected from the full database, with reproduction improving/degrading slightly when 150/30 systems are used.

The rest of paper is arranged as follows: first, the process used to find the selected systems is described. Then, some results are presented showing how well the smaller sets reproduce results from the full database. The list of 100 systems is then presented and discussed, with the lists for 30 and 150 systems included in the electronic supplementary information (ESI). Finally, the paper concludes with a secondary important feature of the reduced database – namely, its potential use in a more physically comprehensive benchmark database that includes systems in the solid
phase.

This work draws from the full GMTKN55 database provided on its official website \(^8\). This data was scraped, and then all errors stored as \(\Delta E^d_i\) in a table on DFA \(d\) and system \(I\) indices. No new calculations were carried out. Interestingly, this process returned just 1499 systems, not the 1505 identified in the original paper. However, WTMAD-2 results calculated with the scraped data were within 2.1% of those reported on the GMTKN55 database, with most well inside 1%, making it more than fit for purpose. The one exception was results for BLYP (and its dispersion corrected counterparts), which were consequently discarded, giving us 213 DFAs, not 216.

The mean absolute deviation (MAD) for each DFA \(d\) was then found using the WTMAD-2 scheme (see Sec 4 of GMTKN55\(^5\) for details), giving

\[
\text{MAD}(d) = \frac{1}{N_{\text{GMTKN55}}} \sum_I W_I |\Delta E^d_I - \Delta E_I|
\]  

(1)

Here the weights \(W_I\) depend only on the benchmark set \(B(I)\) containing \(I\), and take the form

\[
W_I = \frac{56.84 \text{ kcal mol}^{-1}}{N_{B(I)} \sum_{J \in B(I)} |\Delta E_J|}
\]  

(2)

where \(N_{B(I)}\) is the number of elements in \(B(I)\) and \(\Delta E_J\) is the energy for each system \(J\) in \(B(I)\). These weights normalise the deviations to ensure that sets with large energies, where moderate errors are not so important, do not dominate over sets with small energies, where moderate errors can be critical.

This data then had to be condensed to a representative set of \(N_t\) systems, where \(N_t\) is the target subset size. This process involved two optimisation phases, both loosely based on evolution:

1. First, a primeval soup was introduced, in which “species” \(S = \{I_1, I_2, \ldots, I_{N_t}\}\) comprised of \(N_t\) systems are selected at random. The mean absolute deviation (MAD) was then calculated for the species, and an error

\[
\text{Err}(S) = \frac{1}{N_{\text{DFAs}}} \sum_{d \in \text{DFAs}} |\text{MAD}_S(d) - \text{MAD}(d)|
\]  

(3)

assigned to each species. Here \(\text{MAD}_S(d) = \frac{1}{N_{B(I)} \sum_{J \in B(I)} |\Delta E_J|} \sum_{S \in S} |\Delta E^d_J - \Delta E_J|\) is the MAD for the subset. The full set MAD(\(d\)) is defined in (1), with \(W_I\) defined in (2). The MAD of MADs is then taken over all DFAs \(d\), to obtain a single number.

If \(S\) was lower in error that the previous lowest error system, it was allowed to live, and joined a set \(L = \{S_1, S_2, \ldots\}\) of live contenders, where \(\text{Err}(S_i) < \text{Err}(S_j)\) by construction. Typically 50,000 random selection yielded about 10-20 elements in \(L\).

2. In the next phase, breeding and survival of the fittest were introduced. Two elements, \(P_1\) and \(P_2\) of the live species \(L\) were selected at random to serve as parents. These produced a child, \(C\), composed of half the elements \(I\) of \(P_1\), selected at random, and half the elements of \(P_2\), ensuring no duplication. This process is analogous to sharing genes. Errors using (3) were then calculated for both parents and the child.

In the event that the child had a lower error than one parent, the parent with the highest error was discarded, and replaced by the child, e.g., \(L = \{\ldots P_1, \ldots P_2, \ldots\} \rightarrow \{\ldots C, \ldots P_2, \ldots\}\) when \(C < P_1\). Otherwise the child died and \(L\) was left unchanged. This cycle was repeated over 50,000 generations, allowing the population to evolve to lower errors. Eventually, the species with the highest fitness (overall lowest error) was selected, leaving the error quite small.

The optimisation was thus able to evolve to a subset of \(N_t\) systems, specifically, the most fit species found above, that could reproduce MAD(\(d\)) with good accuracy across all DFAs \(d\). Calculations take a matter of minutes on a laptop, and the best runs out of multiple trials were taken as the final lists. The accuracy of the sets reported here, with \(N_t = 30, 100, 150\) are respectively \(\text{Err}(S_{30}) = 0.362, \text{Err}(S_{100}) = 0.165\) and \(\text{Err}(S_{150}) = 0.126\), or 3.9%, 1.8% and 1.4% of the average MAD, \(\frac{1}{N_{\text{DFAs}}} \sum_{d \in \text{DFAs}} \text{MAD}(d)\).

Figure 1 shows WTMAD-2 errors for the full database and the various subsets found via the evolutionary algorithm. As in the
Original GMTKN55 paper, we separate the approaches into: i) double-hybrids involving mixtures of Hartree-Fock (HF), post-HF correlation and density functional (DF) terms; ii) hybrids involving HF and DF terms; iii) generalised gradient approximations (GGAs) involving the density and its gradient only; iv) meta-GGAs which involve densities, gradients and kinetic energy density terms. This division reflects the broad families of low-cost modern quantum chemistry approaches.

The high quality of the subsets is evident in the plot, which shows the subset database and full database giving very similar values and rankings across all types of methods. It is clear that rankings from the reduced subsets can be used as a substitute for the full set, albeit with some errors, especially for the small 30 element set. Additional plots showing the worst cases are included in the ESI, and are of similar quality. Kendall rank correlation coefficients \( \tau \) are reported in Table 1 to quantify agreement between the full database and the subsets. These highlight the general accuracy of the subsets as a ranking tool, as the worst case is 79\% for \( N_s = 30 \), which still indicates a strong degree of correlation in the rankings from the subsets and the full database.

Finally, Table 2 shows the full set of systems used in the \( N_s = 100 \) data set. The systems included come from 41 benchmark sets, 75\% of the full list of 55, and involve between one and nine elements from each set. The high fraction of sets that are sampled is interesting, and suggests that the evolutionary algorithm finds key systems that exemplify the different chemical physics scrutinised in the various benchmark sets that form the full GMTKN55 database. The fraction of benchmark sets sampled for \( N_s = 30 \) is 20\%, while 89\% of sets are sampled for \( N_s = 150 \). This result may indicate a direction to explore for future improvements in benchmarking, as it suggests that selected case studies can yield almost as much information as results for the full set, at least when combined with other tests. Furthermore, some benchmark sets are never sampled in the reduced subsets, suggesting they might duplicate information from other sets.

Due to the reduced number of systems, an assessment using one of the subsets reported here would involve, at worst, a few hundred calculations (specifically 82/240/336 calculations for 30/100/150 systems), a small fraction of the 2462 calculations required for the full GMTKN55 database. This is a substantial saving in terms of time, with little cost to accuracy if only rankings and overall quality estimates are required. The 30 element subset is probably too inaccurate to be used on its own for detailed assessment, however, but may be sufficient when used on combination with other tests.

To conclude, this work derives and presents ‘diet’ versions of the GMTKN55 database for use in future benchmarking studies. The reduced sets, involving 30, 100 and 150 energy differences, are able to reproduce not just quantitative errors, but also rankings, with a generally good degree of accuracy. They are thus able to serve as reliable proxies for the full GMTKN55 database, to be used when, e.g., calculations are very expensive. Density functional developers who cannot afford to test on the full GMTKN55 set are thus advised to use the reduced sets reported here, to establish a metric of relative success that is comparable to best practice.

That said, it must be stressed that GMTKN55 has far greater analytic power than any subset thereof, and its use is certainly advised whenever possible. The reduced sets introduced here are not intended to replace GMTKN55, but to supplement it. One possible application would be to use a subset for pre-screening, e.g. while developing a new approach, followed by tests on GMTKN55 once best candidates have been established. Another possibility might be to use a subset for optimisation of empirical methods.

Another important benefit of the reduced sets, and in fact the initial driving motivation behind this work, is that it offers a route to a truly comprehensive benchmarking protocol for general chemical physics that covers materials science and solid state problems, in addition to the comprehensive gas phase chemistry results in GMTKN55. To understand why the ‘diet’ sets will help here, note that it is unlikely that we will have 1500 solid phase benchmark standard energy differences in the near future, due to: a) the increased methodological challenges posed by such systems (e.g., many methods fail for small and zero gap systems), and b) the significantly higher numerical cost of calculating such systems to benchmark accuracy. One hundred diverse systems (or perhaps just thirty, initially) is a much more feasible size for a solid state benchmark set. To avoid sample size bias, such a set must thus be paired with a comparably sized, but representative, sample of standard chemistry, such as the ones presented here. Work along these lines is being pursued.

### Table 1

<table>
<thead>
<tr>
<th>( N_s )</th>
<th>Double-hybrid</th>
<th>Hybrid</th>
<th>GGA</th>
<th>meta-GGA</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>0.883</td>
<td>0.854</td>
<td>0.901</td>
<td>0.789</td>
</tr>
<tr>
<td>100</td>
<td>0.860</td>
<td>0.933</td>
<td>0.948</td>
<td>0.918</td>
</tr>
<tr>
<td>150</td>
<td>0.930</td>
<td>0.938</td>
<td>0.967</td>
<td>0.906</td>
</tr>
</tbody>
</table>

### References

Table 2 Full list of benchmark sets and specific elements used in the \( N_s = 100 \) ‘diet GMTKN55’ ranking set. These structures are sufficient to reproduce the full WTMAD-2 ranking with good accuracy, using the weights \( W \) listed here. Results for \( N_s = 30 \) and 150 are presented in the electronic supplementary information (ESI)\(^\dagger\).

<table>
<thead>
<tr>
<th>Set</th>
<th>W</th>
<th>IDs</th>
<th>Set</th>
<th>W</th>
<th>IDs</th>
<th>Set</th>
<th>W</th>
<th>IDs</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACONF(^\dagger)</td>
<td>30.99</td>
<td>2, 5, 8</td>
<td>ADIM6(^\dagger)</td>
<td>16.93</td>
<td>2</td>
<td>AHB21(^\dagger)</td>
<td>2.53</td>
<td>1, 15</td>
</tr>
<tr>
<td>ALKBDE10(^\dagger)</td>
<td>0.56</td>
<td>1</td>
<td>Amino20x4(^\dagger)</td>
<td>23.31</td>
<td>23, 48, 56</td>
<td>BH76(^\dagger)</td>
<td>3.05</td>
<td>6, 18, 54, 74</td>
</tr>
<tr>
<td>BH76RC(^\dagger)</td>
<td>2.66</td>
<td>16</td>
<td>BHIPERI(^\dagger)</td>
<td>2.72</td>
<td>1, 17, 23, 26</td>
<td>BHROT27(^\dagger)</td>
<td>9.06</td>
<td>1, 10, 20</td>
</tr>
<tr>
<td>BSR36(^\dagger)</td>
<td>3.51</td>
<td>4, 21</td>
<td>BUT14DIOL(^\dagger)</td>
<td>20.30</td>
<td>28, 39, 63</td>
<td>CARBHB12(^\dagger)</td>
<td>9.42</td>
<td>3, 4, 6, 11</td>
</tr>
<tr>
<td>CDIE20(^\dagger)</td>
<td>14.02</td>
<td>2, 14</td>
<td>CHB6(^\dagger)</td>
<td>2.12</td>
<td>1</td>
<td>DC13(^\dagger)</td>
<td>1.03</td>
<td>6, 12</td>
</tr>
<tr>
<td>FH51(^\dagger)</td>
<td>1.83</td>
<td>25</td>
<td>G21EA(^\dagger)</td>
<td>1.69</td>
<td>5, 21, 25</td>
<td>G21HP(^\dagger)</td>
<td>0.22</td>
<td>28</td>
</tr>
<tr>
<td>G2RC(^\dagger)</td>
<td>1.11</td>
<td>15</td>
<td>HAL59(^\dagger)</td>
<td>12.38</td>
<td>1, 8, 21, 38, 43, 56</td>
<td>HEAVY28(^\dagger)</td>
<td>45.79</td>
<td>5, 24</td>
</tr>
<tr>
<td>ICONF(^\dagger)</td>
<td>17.40</td>
<td>16</td>
<td>IL16(^\dagger)</td>
<td>0.52</td>
<td>3</td>
<td>INV24(^\dagger)</td>
<td>1.78</td>
<td>12, 19, 22</td>
</tr>
<tr>
<td>ISO34(^\dagger)</td>
<td>3.90</td>
<td>7, 12</td>
<td>ISOL24(^\dagger)</td>
<td>2.59</td>
<td>13</td>
<td>MB16-43(^\dagger)</td>
<td>0.12</td>
<td>4, 31</td>
</tr>
<tr>
<td>MCONF(^\dagger)</td>
<td>11.43</td>
<td>7, 22, 30, 42</td>
<td>PArel(^\dagger)</td>
<td>12.28</td>
<td>3, 5, 10, 20</td>
<td>PCONF21(^\dagger)</td>
<td>35.05</td>
<td>7, 8, 18</td>
</tr>
<tr>
<td>PNICO23(^\dagger)</td>
<td>13.30</td>
<td>13, 17</td>
<td>RC21(^\dagger)</td>
<td>1.59</td>
<td>4</td>
<td>RG18(^\dagger)</td>
<td>98.00</td>
<td>1, 15</td>
</tr>
<tr>
<td>RSE43(^\dagger)</td>
<td>7.48</td>
<td>28, 30, 43</td>
<td>S66(^\dagger)</td>
<td>10.40</td>
<td>11, 17, 24, 31, 45</td>
<td>SCONF(^\dagger)</td>
<td>12.36</td>
<td>10</td>
</tr>
<tr>
<td>SIE4x4(^\dagger)</td>
<td>1.69</td>
<td>7, 10</td>
<td>UPU23(^\dagger)</td>
<td>9.93</td>
<td>5</td>
<td>W4-11(^\dagger)</td>
<td>0.19</td>
<td>12, 37, 39, 58, 85, 92, 104, 136, 138</td>
</tr>
<tr>
<td>WATER27(^\dagger)</td>
<td>0.70</td>
<td>17, 20</td>
<td>YBDE18(^\dagger)</td>
<td>1.15</td>
<td>1</td>
<td>( W)</td>
<td>( P)</td>
<td>( V)</td>
</tr>
</tbody>
</table>

\(^\dagger\) Contains systems from one of the GMTKN databases 5,40–42
\(^\dagger\) These include additional benchmark sets 43–51