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Abstract

Studying organic reaction mechanisms using quantum chemical methods requires

from the researcher an extensive knowledge of both organic chemistry and first-principles

computation. The need for empirical knowledge arises because any reasonably complete

exploration of the potential energy surfaces (PES) of organic reactions is computa-

tionally prohibitive. We have previously introduced the Heuristically-Aided Quantum

Chemistry (HAQC) approach to modeling complex chemical reactions, which abstracts

the empirical knowledge in terms of chemical heuristics—simple rules guiding the PES

exploration—and combines them with structure optimizations using quantum chemi-

cal methods. The HAQC approach makes use of heuristic kinetic criteria for selecting

reaction paths that are not only plausible, that is, consistent with the empirical rules

of organic reactivity, but also feasible under the reaction conditions. In this work, we

develop heuristic kinetic feasilibity criteria, which correctly predict feasible reaction

pathways for a wide range of simple polar (substitutions, additions, and eliminations)

and pericyclic organic reactions (cyclizations, sigmatropic shifts, and cycloadditions).

In contrast to knowledge-based reaction mechanism prediction methods, the same ki-

netic heuristics are successful in classifying reaction pathways as feasible or infeasible
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across this diverse set of reaction mechanisms. We discuss the energy profiles of HAQC

and their potential applications in machine learning of chemical reactivity.

1 Introduction

The understanding of the existing and the design of new reaction pathways in organic chem-

istry build on a large body of empirical knowledge in organic reaction mechanisms accumu-

lated over the course of more than a century. The success of physical organic chemistry and,

more recently, quantum chemical computation created a theoretical foundation of organic

reactivity and also provided practical guidance for developing synthetic routes.1–4 In par-

allel to these advances, the last decade has seen a shift in focus to complex biological and

chemical systems.5–8 Complex chemical reactions, which consist of networks of concurrent

and interlinked reaction paths, are increasingly recognized as the rule rather than the excep-

tion in chemistry.5,9–12 These systems present considerable challenges for quantum chemical

modeling due to the involved topology of the reactive potential energy surface (PES) with

numerous energy minima connected by transition states.

In our previous work, we have developed the Heuristically Aided Quantum Chemistry

(HAQC) approach to modeling complex chemical reactions,13 which leverages the existing

empirical rules of polar organic reactions as powerful heuristics for selecting plausible reactive

transformations, followed by structure optimizations using quantum chemical methods. By

means of the HAQC methodology, we were able to reproduce the key products and reaction

paths of the formose reaction and to explore the structure and properties of the corresponding

reaction network.13 However, further improvements are necessary to the HAQC methodol-

ogy in selecting reaction paths, which are not only plausible, that is, consistent with the

empirical rules of organic reactivity, but are also thermodynamically and kinetically feasible

under the reaction conditions, broadly defined. While the reaction thermodynamics can

be directly estimated from the molecule energies computed using quantum chemical meth-
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ods, the formal derivation of kinetic parameters requires the knowledge of transition state

energies, which is computationally expensive or impractical in complex chemical reactions.

While methodological improvements in transition-state computations have greatly increased

their applicability to large systems,14–18 they will likely remain a computational bottleneck in

studying of complex chemical reactions for some time. In this work we explore an alternative

approach to boosting the predictive power of the HAQC procedure, which takes advantage

of heuristic kinetic feasibility criteria. We define formal requirements that these heuristic

criteria must broadly fulfill and develop several simple proposals, the performance of which

we assess using a set of well-characterized organic reactions.

Predictions of reaction pathways encompass two related but distinct tasks: finding one or

all feasible pathways leading from a given reactant to a given product (single-source, single-

product reaction prediction), and identifying all products, for which at least one feasible

pathway exists from a given reactant (single-source, multi-product reaction prediction). In

both cases, the results are dependent on the reaction conditions such as solvent, temperature,

presence of catalysts, etc. All these factors also determine the relative yields of the feasible

reaction products. For the purposes of this work, we wish to abstract from the specific reac-

tion conditions and consider a generalized feasibility of reaction pathways in typical reaction

conditions, while admitting a certain degree of fuzziness under this definition. Furthermore,

we distinguish only between feasible and infeasible pathways, reducing the task at hand to a

simple binary classification problem. As we show in this work, this type of binary classifica-

tion is achievable and is in line with the accumulated empirical knowledge of organic reaction

mechanisms. Moreover, we are able to develop a consensus heuristic kinetic criterion, which

applies across broad class of polar organic reactions within the HAQC approach. This result

is highly encouraging and raises the prospect for a robust and inexpensive general predictor

of organic reactivity, complementing ab initio transition-state computations. Potential ap-

plications of the HAQC methodology to organic synthesis and complex chemical reactions,

such as the ones arising in the context of origins of life, are the primary motivator for this
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and future work.

This paper is structured as follows. We review the HAQC approach and introduce the

relevant definitions in Section 2 and briefly describe our implementation of the HAQC scheme

in Section 3. Section 4 contains a study of heuristic kinetic criteria for feasibility classifica-

tion in the single- source, single- product problem for a series of well-characterized organic

reactions including aliphatic additions, substitutions, and eliminations, aromatic substitu-

tion, and pericyclic reactions. The results are discussed in Section 5, and the conclusions of

this work in Section 6.

2 Chemical Heuristics

The network representation a↵ords a radically simplified but powerful discrete model of a

complex chemical reaction that gives insight into its structure, properties, and dynamics in

an e�cient way. In this and the preceding work, we employ the transition network (TN)

representation, which may be thought of as a discretized version of the reactive PES. The net-

work nodes in the TN representation describe flasks—closed collections of molecules, whose

stoichiometry is kept constant throughout the reaction network—while the directed network

edges are stoichiometry-preserving reactive transformations. A series of directed network

edges connecting a pair of (not necessarily adjacent) flasks comprises a reaction pathway or

chemical mechanism. In the HAQC approach, each transformation implements one of the

predefined transformation heuristics, which are derived from empirical rules chemists use to

write reasonable mechanisms for reactions. This set of transformation heuristics, together

with the HAQC approach, defines the scope of the chemical reaction network, i.e., the kinds

of chemical reactions that the TN model is capable of describing, as well as the granularity

of the description. Organic synthesis planning has a long tradition of using empirical rules

to encode known synthetic reactions in the manner of an expert system, beginning with the

seminal work on the LHASA system by Corey and Wipke,19 and including works by Ugi
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and Dugunji,20,21 Jorgensen,22 and many others, most recently by Grzybowski and co work-

ers.12,23 For the purposes of this work, we employ an alternative approach and utilize the set

of rules describing heteropolar breaking and formation of single, double, and triple bonds as

elementary transformation heuristics. (Table 1) Our motivation for using this much simpler

rule set this approach is to broaden the scope of the chemical reactivity we can describe and

to reduce knowledge bias. At the same time, we rely on energy-based heuristic criteria for

choosing thermodynamically and kinetically feasible transformations.

The set of elementary transformations is chosen to be reversible, that is, each transforma-

tion appears both in the forward and the backward direction, and stoichiometry-preserving.

While the choice of bond dissociations and associations as elementary transformation steps

is hardly surprising, the polarization and depolarization of multiple bonds deserve an ad-

ditional comment. By writing double and triple bonds in their polarized forms, we do not

mean to imply that these charge-separated structures are distinct intermediates in the reac-

tion mechanisms or distinct energy minima on the corresponding reactive PES. Depending

on the molecular structure and the reaction mechanism, this might be or might not be the

case. Regardless, we consider (de)polarization steps as purely fictitious constructs, which

are formally energy-neutral and provide us with a convenient notation for expressing the

reactivity of double and triple bonds. Finally, we point out that all polar reactions involving

the elements C, H, O with normal polarity as well as halogens in their oxidation states of

0 and �1 can be derived from these elementary transformation heuristics by composition.

The extension to, e. g., reactions of nitrogen containing compounds, reactions with inverted

polarity, or di↵erent types of bonds, such as O–O, is straightforward but is not pursued in

this paper.

While the elementary transformation heuristics e↵ectively narrow down all conceivable

reaction mechanisms to the subset of those consistent with the pre-defined rules of chemical

reactivity (plausible reaction paths), they do not rule out high-energy intermediates, e.g.,

strained small rings, or high-barrier reaction paths, e.g., breaking of unactivated C–H and C–

5



Table 1: Elementary transformation steps employed in this work (X = F, Cl, Br, I).

Bond dissociation Bond association

C H ! C– · · · H+ C– · · · H+ ! C H

C C ! C+ · · · C– C+ · · · C– ! C C

C O ! C+ · · · O– C+ · · · O– ! C O

C X ! C+ · · · X– C+ · · · X– ! C X

C X ! C– · · · X+ C– · · · X+ ! C X

O H ! O– · · · H+ O– · · · H+ ! O H

X H ! X– · · · H+ X– · · · H+ ! X H

X X ! X– · · · X+ X– · · · X+ ! X X

Polarization Depolarization

C O ! C+ O– C+ O– ! C O

C C ! C+ C– C+ C– ! C C

C C ! C+ C– C+ C– ! C C

C bonds. This is the price we have to pay for the broader scope of organic reactions covered

by the elementary transformation heuristics. As a consequence, it is necessary to further

select for reaction paths that are not only plausible but also feasible under the reaction

conditions, as judged by thermodynamic and kinetic criteria.

The thermodynamic and kinetic criteria developed in the previous work showed promise

in minimizing the number of infeasible reaction paths.13 The thermodynamic criterion can

be taken to be the energy di↵erence �EK!L = EL � EK between the initial flask K and

the final flask L and is thus straightforward to obtain from the results of quantum chemical

structure optimizations. By contrast, the kinetic criterion must be approximated by heuristic

expressions. One of the two heuristic kinetic criteria considered previously is climb Wc ,K!L,

which yields the energy of the highest point in the energy profile of reaction path relative to

the initial flask. This criterion follows from the idea of Hammond’s postulate that allows us to

take the energy of the highest-energy intermediate flask to approximate the activation barrier

of the rate-limiting step.1,24 The second kinetic criterion is arc Wa ,K!L, which modifies the

climb criterion as to penalize longer reaction paths by adding a constant penalty factor ↵ for

each step. In both cases, higher values of the heuristic kinetic criteria indicate a less favorable
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reaction path. The feasible reaction paths are thus determined by defining thermodynamic

and kinetic cuto↵ criteria values such that all reaction paths with �EK!L  �Emax and

WK!L  Wmax are considered as feasible.13

The focus of the present work is on generalizing this successful strategy to other organic

reactions and on refining our capability for discriminating between feasible and infeasible

reaction paths. To aid the criterion selection, we first define a set of expectations that a useful

heuristic kinetic criterion should fulfill in keeping with the qualitative picture of transition

state theory, Hammond’s postulate, and computational considerations. A heuristic kinetic

criterion WK!L for the N -step reaction path K ! L = {K = K0, K1, . . . , KN = L} thus

should possess the following properties:

1. Non-Negativity. WK!L � 0.

2. Additivity. WK!L!M = WK!L + WL!M for consecutive reaction paths K ! L and

L ! M .

3. Hammond’s Postulate. WK!L should approximate the activation energy of the reaction

path K ! L (up to a constant factor) and should thus be most sensitive to energy

maximum of the energy profile along the reaction path K ! L, corresponding to the

highest-energy intermediate flask.

4. Length Penalty. WK!L should increase roughly linearly with the number of steps N

between K and L.

5. Detailed Balance. The heuristic kinetic criteria for the forward and the backward

reaction should be related to each other via the energy di↵erence between the initial

and the final flasks,

WK!L �WL!K = �EK!L = EL � EK . (1)

The above properties allow us to interpret the heuristic kinetic criterion WK!L as the
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analog of the energy factor for the reaction path K ! L in the Boltzmann distribution of

all plausible reaction paths such that its rate is given by

VK!L / exp(�� WK!L) , (2)

where � = 1/(kBT ) with Boltzmann constant kB and absolute temperature T . Additivity of

WK!L ensures that multiplication of the probabilities for each step of the reaction pathway

generates the probability of the entire pathway. The length penalty makes longer reaction

paths relatively less likely and qualitatively describes a branching of reaction pathways at

each elementary step. Hammond’s postulate provides an approximation for the transition

state energy of a reaction pathway by calculation of the energy of the highest energy in-

termediate. Finally, if the heuristic kinetic criterion WK!L satisfies the detailed balance

condition in Eq. 1, the rates of the forward and backward reactions computed according to

Eq. 2 obey the detailed balance in a stationary state.

The heuristic kinetic criteria introduced in our previous work13 are climb and arc. The

climb criterion is

Wc,K!L =
NX

i=0

max(EKi+1 � EKi , 0) . (3)

This climb kinetic criterion gives the highest activation barrier between the highest-energy

intermediate and the initial reactant and thus generalizes the intuitive notion of the activation

energy to the multi-step case. The climb criterion also fulfills the above requirements 1–3.

However, the discriminating power of the climb criterion is modest, since it fails to account

for the length of the reaction pathway and thus gives preference to long, low-barrier reaction

mechanisms. In addition, Wc,K!L = 0 for all reactions K ! L with linear or concave energy

profiles. The arc kinetic criterion introduces a constant penalty ↵ per reaction step,

Wa,K!L =
NX

i=0

⇥
(EKi+1 � EKi)

2 + ↵2
⇤1/2

, (4)
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where we can consider ↵ � 0 as an adjustable parameter. ↵ = 0 is equivalent to the climb

criterion, while for ↵ > 0, the value of the arc criterion increases approximately linearly

with the number of steps, thus additionally fulfilling the requirement 4 listed above. In

the limit ↵ ! 1, the arc criterion favors the pathways K ! L with the smallest number

of steps. The arc criterion performs relatively well for the reaction pathways involved in

the formose reaction and predicts the mechanisms of the enolization, hemiacetal formation,

and aldol addition in agreement with empirical knowledge. Moreover, the key products and

reaction paths of the formose reaction are correctly reproduced by using the arc criterion with

↵ = 1 eV.13 At the same time, the arc criterion penalizes every elementary transformation

equally, even the formally energy-neutral (de)polarization steps (Table 1). In order to prevent

the latter, we define the modified kinetic arc criterion karc Wk,K!L by

Wk,K!L =
NX

i=0

"
(EKi+1 � EKi)

2 + ↵2

 
1� exp(�(EKi+1 � EKi)

2)

1 + exp(�(EKi+1 � EKi)
2)

!#1/2
, (5)

where ↵ � 0 and  � 0 are adjustable parameters. This functional form attenuates the

penalty penalty ↵ per reaction step depending on the corresponding energy change. In the

limit of large energy changes, the attenuating term tends to 1, and the karc criterion increases

approximately linearly with the number of steps. At the same time, energy-neutral steps

(EKi+1 = EKi), in particular the fictitious opening and closing of multiple bonds, do not

contribute to the karc criterion. The parameter  adjusts the rate of transition between

the limiting cases.  = 0 corresponds to the climb criterion, while  ! 1 recovers the arc

criterion.

3 Building Large Chemical Reaction Networks

Automatic construction (or discovery) of reaction mechanisms is a fundamental task in ki-

netic modeling,11,25–37 ab initio simulation of reaction dynamics,38–41 and synthesis plan-

ning.12,19,21,23,42–44 The HAQC approach13 seeks the middle ground between database-driven
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empirical methods12,19,21,23,43 and ab initio PES exploration.14–18,45,46 The basic unit of data

used in constructing reaction mechanisms by HAQC is the flask, which refers to a collection of

discrete molecules, subject to the constraint that only flasks with equal total stoichiometries

may be transformed into one another. The constituent molecules of a flask are represented

by their structural formulas and are considered as independent of each other. As a conse-

quence, the network model containing flasks as its nodes and their mutual transformations

as edges is well-defined as a discretized model of the reactive PES, while the correspond-

ing energy evaluations involve only structure optimizations of the individual molecules and

are cheaply and easily performed. At the same time, the mapping between molecules and

flasks is of a many-to-many type and requires careful data synchronization. Another trade–

o↵ used in the HAQC approach is between the structural formulas and the corresponding

three-dimensional molecular configurations used for energy evaluations. The transformation

rules are formulated in the language of structural formulas in terms of bond breaking and

bond making (Table 1), whereas quantum chemical structure optimizations have no notion

of localized bonds and the optimized structures need to be validated with respect to the

atomic connectivities and potentially rejected if rearrangements or fragmentations occur.

Due to the hybrid structure of the HAQC approach, the problem of building chemical

reaction networks is divisible into a series of interlocking simple tasks, which can be ef-

ficiently executed in parallel fashion. Data throughput and synchronization thus become

primary concerns and need to be optimized for in an e�cient HAQC implementation. These

requirements are quite unlike the situation in traditional quantum chemical computation,

which is typically constrained by CPU, memory, and disk space needs. The open-source

prototype Python implementation of the HAQC approach47 is described in Section S1 of the

Supporting Information.
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4 Simple Reaction Mechanisms

In order to assess the predictive capabilities of the arc and karc heuristics defined in Sec. 2

and to optimize their adjustable parameters, we applied them to a set of 14 simple organic

reactions (Table 2) representing a variety of polar reactions (substitutions, additions, and

eliminations) as well as pericyclic reactions (6⇡ electrocyclization, Claisen rearrangement,

Diels–Alder and ene reactions). The appeal of the simple reaction mechanisms is that only

one major is expected for each of them, and an abundance of experimental and theoretical

data on their mechanisms is available for comparison with our single-source, single-product

reaction predictions using HAQC. For simplicity we limit ourselves to reactions that contain

only the compounds of C, H, O, and halogens here.

For each of the reactions of the simple reaction set, we created a model of the reactants

(initial flask) and generated the complete reaction network beginning with it by repeat-

edly applying the elementary transformation rules (Table 1) until no new flasks could be

made. All structure optimizations were performed using the PM7 semiempirical method

as implemented in the MOPAC program48 and the solvent e↵ects were represented by the

conductor-like solvation model (COSMO)49 with the e↵ective dielectric constant " = 78.4.

The energy of the proton was computed assuming a neutral aqueous solution (pH = 7).

The complete network of each simple reaction is the exhaustive description of the corre-

sponding reactive system within the framework of HAQC. It contains all plausible reactive

pathways between the reactant and the product flasks consistent with the defined elemen-

tary transformation rules but ignoring their kinetic feasibility (e↵ectively in the infinite-

temperature limit). Due to the presence of loops in the reaction network, the path length

between a pair of nodes is generally unbounded, and a reasonable maximum path length

Nmax needs to be defined for plausible pathways. Of the plausible reaction pathways, we

identify the (typically one or few) empirically feasible reaction pathways by comparing with

the accepted reaction mechanisms from the organic chemistry literature. The statistics of

the plausible (np) and empirically feasible (nf) for the simple reaction mechanisms discussed
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in this paper are given in Table 2.

We assess the usefulness of the arc and karc heuristic kinetic feasibility criteria based on

their ability to distinguish the empirically feasible reaction pathways within the constructed

reaction network from those pathways, which are plausible but infeasible based on the exist-

ing literature evidence. In order to facilitate the comparison between the reaction pathways

modeled by HAQC and literature reaction mechanisms, two observations should be made.

Firstly, the HAQC procedure by design divides reaction steps into individual bond breaking

and bond making events (elementary transformations). For many reactions, several distinct

orderings of elementary transformations are plausible (as defined above) and consistent with

the accepted reaction mechanism. Moreover, both arc and karc criteria are invariant with

respect to the ordering of the energy changes (Eq. 4 and Eq. 5, respectively). In this case,

we denote the number of the plausible reaction pathways, which map onto the same reaction

mechanism, as the multiplicity of this reaction pathway.

Secondly, we note that not all elementary transformations change the flask energy; in-

deed, the (de)polarization steps (Table 1) are considered energy-neutral within the HAQC

procedure. To maintain consistency with these definitions, we view all flasks connected to

each other by (de)polarization as an equivalence class and assign the energy of the flask

with the most saturated valences (lowest total absolute charge) to all its members. While

this approach in not the only possible one for dealing with (de)polarization steps, it is the

simplest and helps prevent numerical noise.

Before turning to the individual discussions of the simple reaction mechanisms, we sum-

marize the overall performance of the arc and karc heuristics for classifying the reaction

pathways as feasible or infeasible. Fig. 1 gives an overview of the classification results for the

reactions of Table 2 using the arc heuristic kinetic feasibility criterion Wa with ↵ = 1 eV. For

each reaction mechanism, the plausible pathways with up to Nmax elementary transforma-

tions are depicted as vertical lines in the order of increasing Wa values. Pathways consistent

with the empirical knowledge of the respective reaction mechanism (empirically feasible) are
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shown in blue, those deviating from the empirical reaction mechanisms are shown in red.

We refer to the following Subsections 4.1–4.13 for detailed discussions.

As Fig. 1 illustrates, even the simple arc heuristic succeeds in correctly ranking the

reaction pathways by feasibility for 10 out of 14 reaction mechanisms (except diol formation

(DI), esterification (ES), Diels–Alder (DA), and ene (EN) reactions), assigning lower values

to the empirically feasible reaction pathways. As a visual guide, the interval between the

feasible pathway with the highest Wa value and the infeasible pathway with the lowest

Wa value (feasibility gap, by analogy with the orbital gap of molecular orbital theory) is

highlighted by gray shading in Fig. 1. The correct ranking provides for a simple binary

classification of reaction pathways as feasible/infeasible using a threshold value Wa such that

pathways with Wa  Wa are classified as feasible and those with Wa > Wa are considered

infeasible. Any choice of Wa from within the (positive) feasibility gap will result in a correct

classification for a given reaction mechanism. We further observe from Fig. 1 that the

feasibility gaps for di↵erent reaction mechanisms vary significantly with respect to their

location and width on the Wa scale. This is perhaps to be expected, given that the reaction

mechanisms considered in this work occur at di↵erent temperatures, a fact we purposely

ignored in our broad definition of kinetic feasibility. The best consensus threshold value

across the set of reaction mechanisms considered here is Wa = 6 eV (as indicated by a heavy

vertical line in Fig. 1).

The karc heuristic criterion Wk with ↵ = 1 eV and  = 5 eV�2 improves upon the arc

heuristic by reducing the length penalty for elementary transformations with small energy

changes. In particular, the fictitious (de)polarization of multiple bonds is not penalized (see

Sec. 2 for details). As a result, the values of the karc heuristic are shifted downward compared

to the arc heuristic with the same ↵ parameter (see Fig. 2). With this correction, the ranking

performance of the karc heuristic improves: The empirically feasible reaction pathways are

consistently assigned smaller Wk values than infeasible reaction pathways for each of the 14

reaction mechanisms discussed below. Put di↵erently, the karc heuristic allows for a binary
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feasible/infeasible classification of all reaction mechanisms considered in this work, when

considered separately. This finding leads us to assume that the karc heuristic correctly picks

up on basic features of energy profiles contributing to the kinetic feasibility. The consensus

threshold value of Wk = 6 eV (shown as a heavy vertical line in Fig. 2) predicts that 9 out of

14 reactions (except bromine addition (BA), aromatic substitution (SA), epoxide hydrolysis

(EP), Diels–Alder (DA) and ene (EN) reactions) should have at least one feasible reaction

pathway under a comparable set of conditions. The comparisons of arc and karc heuristic

criteria using other values of the ↵ and  parameters are given in Section S2 of the Supporting

Information. We return to the discussion of the implications of these results in Sec. 5.

Table 2: Reactants, products, plausible (np) and empirically feasible (nf) pathways, and
maximum reactive pathway lengths (Nmax) of the simple reaction set.

Reactants Products nf np Nmax

Tautomerizaton (TA) H2C OH H3C O 2 1 8

Diol formation (DI) H2C O H2O+ HO OH 38 7 8

SN1 substitution (S1)

CH3
H3C

CH3

Br H2O+
CH3

H3C
CH3

OH HBr+ 94 5 6

SN2 substitution (S2) H2O+H3C Br H3C OH HBr+
102 5 6

Br2 addition (BA) Br BrH2C CH2 +
Br

Br 14 2 6

HBr addition (HA)

CH2

CH3H3C

HBr+

CH3

H3C

CH3

Br 28 3 6

E1 elimination (E1)
CH3

H3C

CH3

Br

CH2

CH3H3C

HBr+ 28 3 6

SEAr substitution (SA) Br Br+ HBr

Br

+ 96 4 6

Epoxide hydrolysis (EP) O H2O+ HO OH 61 2 6
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Table 2: Reactants, products, plausible (np) and empirically feasible pathways (nf), and
maximum reactive pathway lengths (Nmax) of the simple reaction set. (cont.)

Reaction Reactants Products nf np Nmax

Esterification (ES)
H3C OH

H3C

O

OH
+

CH3OH3C

O

H2O
+ 523 9 6

Claisen rearrangement (CL) CH2
O CH2 O

H2C 264 108 6

6⇡ electrocyclization (6C) CH2

CH2
12241 56 8

Diels–Alder reaction (DA)

CH2

CH2

CH2

CH2

+ 5532 248 8

Ene reaction (EN)

CH2
CH2

CH2
H

+
H2C

H

10443 138 8

4.1 Enol tautomerization

The keto–enol tautomerism is one of the best studied organic reaction mechanisms, with

no shortage of experimental and computational studies.50–53 The one-step tautomerization

in the gas phase is governed by the Woodward–Ho↵mann rules54–56 and thus proceeds via

an antarafacial 1,3-H shift with a highly strained and energetically unfavorable transition

state.53,57,58 The computed free energy of reaction and free energy of activation for the

tautomerization of vinyl alcohol to acetaldehyde in the gas phase are �11.54 kcal/mol and

56.62 kcal/mol, respectively (using the Gaussian 2(MP2) method).58

In water, the activation barrier is considerably lower due to acid/base catalysis by the sol-

vent. The acid-catalyzed tautomerization consists of a fast and reversible protonation of the
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TA

DI

S1

S2

BA

HA

E1

SA

EP

ES

CL

6C

DA

EN
0 5 6 10 15 20

Wa (α = 1 eV), eV

Figure 1: Classification of reaction pathways as feasible/infeasible using the arc heuristic
with ↵ = 1 eV for simple reaction mechanisms. Empirically feasible reaction pathways are
marked by blue lines, infeasible pathways are marked by red lines. The interval between the
feasible reaction pathway with the highestWa value and the infeasible reaction pathways with
the lowest Wa value (feasibility gap) is highlighted by gray shading. Wa = 6 eV estimates
the consensus threshold for binary feasible/infeasible classification. See Table 2 for reaction
abbreviations.
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TA

DI

S1

S2

BA

HA

E1

SA

EP

ES

CL

6C

DA

EN
0 5 6 10 15 20

Wk (α = 1 eV, κ = 5 eV−2), eV

Figure 2: Classification of reaction pathways as feasible/infeasible using the karc heuris-
tic with ↵ = 1 eV,  = 5 eV�2 for simple reaction mechanisms. Wk = 6 eV estimates
the consensus threshold for binary feasible/infeasible classification See Table 2 for reaction
abbreviations and Fig. 1 for additional details.
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vinyl alcohol at the ↵-carbon atom, followed by the slower and rate-determining deprotona-

tion of the conjugated acid of acetaldehyde.50–52,59 Under base catalysis conditions, the enol

group in vinyl alcohol is reversibly deprotonated, while the re-protonation at the ↵-carbon

atom is rate-determining.50–52 The experimental free energy of tautomerization of vinyl alco-

hol in water is �8.5 kcal/mol,59,60 while the activation energy for the acid-catalyzed process

was determined as 11.82 kcal/mol.61 The computed energy of tautomerization was found to

be only weakly a↵ected by solvation (�9.6 kcal/mol in the gas phase, �8.0 kcal/mol in water

using density functional theory (DFT) with the B3LYP exchange–correlation functional and

6-311++g(3df,3pd) basis sets).62 In contrast, the activation energy of the tautomerization is

lowered from 78.4 kcal/mol for the gas-phase mechanism to 41.8 kcal/mol when two explicit

water molecules are included in the reaction mechanism.62

The feasible tautomerization pathway TA–0 (Fig. 3) mirrors the concerted gas-phase

mechanism. The first three steps of the predicted pathway are fictitious (de)polarization

steps. The proton shift from the oxygen to the ↵-carbon atom corresponds to the rate-

determining step (Fig. 5, left), although the HAQC procedure by construction does not

include stereochemical information and makes no distinction between suprafacial and an-

tarafacial 1,3-H shift.54,55

H2C OH –H2C

+
H
C OH –H2C OH+

H+

–H2C O H3C O

10 2 3 4

TA–0 (1)

Figure 3: Feasible tautomerization (TA) reaction pathway. Path multiplicity is given in
parentheses.

4.2 Geminal diol formation

The addition of nucleophiles, such as water, to the carbonyl group is characteristic of alde-

hyde and ketone reactivity.63,64 In formaldehyde CH2O, the hydration equilibrium in water

lies predominantly on the side of the hydrate CH2(OH)2, with the hydration equilibrium
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constant at 298 K, Keq = 1300.65,66 The mechanisms of the water addition to formaldehyde

are significantly di↵erent in the gas phase and in solution, with the solvent playing an active

catalytical role.63,65 The gas-phase mechanism is concerted with a simultaneous proton trans-

fer and C–O bond formation taking place along the reaction coordinate.67,68 This process

has a high activation barrier of 35.2 kcal/mol (with B3LYP exchange–correlation functional

and aug-cc-pVTZ basis sets).69 In the presence of additional water molecules, a cooperative

hydration mechanism with an expanded cyclic transition state can be attained, drastically

lowering the activation energy of hydration.70

The diol formation in solution is subject to general acid/base catalysis.63,65,67,71 In the

presence of acids, the slow and reversible first step consists of the concerted attack by the

water molecule on the carbonyl C atom and the simultaneous protonation of the carbonyl O

atom by the acid catalyst. The following deprotonation step is fast and reversibly yields the

hydrate.63,71 Similarly, the rate-determining first step of the base-catalyzed water addition

includes the bond formation between the water O atom and the carbonyl C atom, while the

base simultaneously removes a proton from the water molecule. The fast proton exchange

between the base and the reaction intermediate concludes the reaction mechanism.63,71

Three feasible pathways of water addition to formaldehyde are predicted by the HAQC

procedure (Fig. 4). The pathways DI–0 and DI–1 correspond to the concerted water addition

mechanism and di↵er only in the order of the elementary transformations. In the DI–0 path-

way, the C–O bond formation precedes the O–H bond dissociation, while their sequence is

reversed in the DI–1 pathway. In accordance with the acid- and base-catalyzed mechanisms,

the C–O bond formation is part of the rate-determining step. The third feasible pathway,

DI–2, describes an alternative mechanism of diol formation, in which formaldehyde is first

reversibly protonated and subsequently reacts with the water nucleophile. This mechanism

was considered by Jencks and co-workers and ruled out based on experimental evidence.63,71
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Figure 4: Feasible diol formation (DI) reaction pathways. Path multiplicities are given in
parentheses.

TA−0

●

●

● ●

●

−0.5

0.0

0.5

1.0

1.5

0 2 4
Step

En
er

gy
, e

V

DI−0 DI−1 DI−2

●

●

●

●
●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

● ●

●

● ●

● ●

−0.5

0.0

0.5

1.0

1.5

2.0

0 2 4 0 2 4 0 2 4 6
Step

En
er

gy
, e

V

Figure 5: Energy profiles of feasible tautomerization (TA, left) and diol formation (DI, right)
reaction pathways

20



4.3 SN1 and SN2 nucleophilic substitution

Nucleophilic substitution at the saturated carbon center is known to proceed in a bimolec-

ular (SN2) or unimolecular (SN1) fashion, dependent on the structure of the substrate, the

nucleophilicity of the reagent, the solvent, and many other factors.4,72–77 The classical SN2

mechanism is expected in primary substrates, e.g., primary alkyl halides, in which the nu-

cleophilic attack displaces the leaving group in a concerted step. At the other end of the

mechanistic spectrum, the SN1 mechanism is typical of tertiary substrates, which undergo

reversible ionization to the corresponding carbocations in the rate-determining step, followed

by a fast capture by the nucleophile. The relevance of ion-pair intermediates and the nucle-

ophilic assistance by the solvent have been the subject of considerable debate and depend

on the details of the reaction.78–86

Although the SN2 mechanism is also operative in the gas phase, the latter is an imperfect

model for the solution reaction.87–90 The PES of the gas-phase SN2 reaction features two deep

energy minima, which describe the reactant and product complexes (bound by ion–dipole

interactions), which are separated by a relatively low barrier.88,91–93 The reaction barrier of

the classical solution SN2 mechanism is, to a significant degree, due to desolvation of the

nucleophile.4,94,95 In the best-studied gas-phase SN2 reaction, the chloride self-exchange, Cl�

+ CH3Cl ! ClCH3 + Cl�, the ion–dipole complex has an experimental binding enthalpy of

10.5 kcal/mol, while the e↵ective activation enthalpy with respect to the reactants is only

2.9 kcal/mol.93 The corresponding solution reaction in water has an experimental activation

enthalpy of 26.3 kcal/mol.96

The HAQC formulation, by construction, does not distinguish between the concerted

SN2 and the stepwise SN1 mechanisms. In both ethyl bromide (S2–0) and tert-butyl bro-

mide hydrolysis (S1–0) reactions, the C–Br bond is broken before the C–O bond is formed

(Figs. 6 and 7). However, the two pathways di↵er in the height of the energy maxima

relative to their reaction energies (Fig. 8). The experimental free activation enthalpy for

the hydrolysis of ethyl bromide in water is 26 kcal/mol, while the free reaction enthalpy is
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�6.4 kcal/mol.97 The hydrolysis of tert-butyl bromide has an experimental free activation

enthalpy of 18 kcal/mol and a free reaction enthalpy of �9.3 kcal/mol.97 It is thus reason-

able to posit that the degree of concertedness in the sequence of steps predicted by HAQC

depends on the ratio of the energy maximum to the total energy change. In fact, this sugges-

tion is closely related to the concept of enforced concertedness of Jencks.79 The alternative

substitution mechanisms (S1–1 and S2–1) are dominated by the dissociation of water, which

overwhelms the details of the substitution mechanism (Fig. 8).
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Figure 6: Feasible SN1 substitution (S1) reaction pathways. Path multiplicities are given in
parentheses.
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Figure 8: Energy profiles of feasible SN1 (S1, left) and SN2 (S2, right) substitution reaction
pathways

4.4 Electrophilic bromine addition to alkenes

The addition of molecular bromine to alkenes is a fast reaction at room temperature in

water with a surprisingly complex reaction mechanism.98–107 The key step of the bromination

reaction is the electrophilic attack by the Br2 molecule that yields a cyclic bromonium ion

as an ionic intermediate. The subsequent backside addition of the bromide counterion is fast

and results in the formation of a trans dibromo product. Due to the charge separation in the

rate-determining step, the bromination reaction is unknown in the gas phase and is driven

by the interaction with the solvent.106 The experimental activation energy of bromination

of aliphatic alkenes in water is 8–11 kcal/mol.,99,106 while the theoretical estimate for the

activation energy of the gas-phase reaction is 64.2 kcal/mol using the Gaussian 3(MP2)

method.108 By using an implicit solvation model, the reduction in the activation barrier

could be explained in terms of the dielectric stabilization by the solvent. The computed free

activation enthalpy for the reaction between ethene and Br2 was 64.5 kcal/mol in the gas

phase and 8.2 kcal/mol in water (with MP2 method and CEP-121(aug) basis sets).109 The

experimental reaction enthalpy of bromination of ethene is �28.9 kcal/mol.108
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The experimentally observed reaction rates of bromination often decrease with tempera-

ture, which indicates the presence of a pre-equilibrium, which is attributed to the formation

of the ⇡-complex between the alkene and Br2.106,110,111 The experimental reaction enthalpy

for the ⇡-complex formation is �2.8 kcal/mol (for hex-1-ene),99 while the computed complex-

ation energy is �1.6 kcal/mol with the MP2 method and 6-311+G** basis sets.112 Kinetic

studies have also shown that more than one molecule of bromine may be involved in the rate-

determining addition step, resulting in both bimolecular (AdE2) and termolecular (AdE3)

reaction kinetics.98,104,105,107

The only feasible reaction pathway for bromine addition to ethene (BA–0) is consistent

with the established reaction mechanism (Fig. 9). The energy maximum is attained by

heterolytic dissociation of the Br2 molecule; the resulting the electrophilic reagent Br+ adds

to the ethene molecule in the subsequent step (Fig. 10). Due to the restriction in the

elementary transformations disallowing divalent halogens (Table 1), the ionic intermediate

is not a cyclic bromonium ion but an isomeric open-chain carbenium ion. The latter structure

was identified as unstable with respect to the bromonium ion using configuration interaction

with single and double excitations (CISD) and DZ+d basis sets.113 The incorporation of

additional elementary transformation heuristics to allow divalent bromine and thus the cyclic

bromonium ion as a reaction intermediate is a straightforward extension of this work.

4.5 Addition of HBr to alkenes

The addition of HBr to 2-methylpropene both in gas phase and in solution yields tert-

butyl bromide in accordance with Markovnikov’s rule.77 Protic solvents favor a polar mech-

anism, in which the protonation of the alkene molecule constitutes the rate-determining

step.101,103,104,114 The resulting tert-butyl cation captures a bromide ion and yields the

reaction product. On the other hand, the gas-phase reaction is likely to proceed via a

cyclic transition state with some degree of charge separation, which directs the regiose-

lectivity in Markovnikov’s sense.25,115–118 The gas-phase Markovnikov addition of HBr to
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2-methylpropene is exothermic with reaction enthalpy �16.8 kcal/mol and an activation en-

ergy of 23.2 kcal/mol.115 The activation energy is well reproduced by calculations using the

MP2 method and 6-311+G(3df,2p) basis sets: the computed value is 26.5 kcal/mol for the

Markovnikov pathway and 38.2 kcal/mol for the anti-Markovnikov addition.118

The HA–0 pathway is the exact representation of the polar addition mechanism consist-

ing of the sequential addition of a proton and a bromide ion to the alkene molecule (Fig. 9).

However, the energy profile does not conform to the typical barrier-like shape but goes

solely downhill instead (Fig. 10). This energy profile points to a very fast reaction in solu-

tion and is consistent with the computed value for the protonation energy of ethene in water

of �234 kcal/mol, which was obtained with DFT using the B3LYP exchange –correlation

functional and 6-31G(d,p) basis sets.119 In contrast, the experimental estimates for the ener-

getics of the protonation of 2-methylpropene to the tert-butyl cation in water yield a vastly

di↵erent picture, with the free reaction enthalpy for protonation of 16.5 kcal/mol and the

corresponding free activation enthalpy of 22.1 kcal/mol.97 This qualitative discrepancy is

likely due to the specific solvation e↵ects in water and deserves further study.

4.6 Elimination of HBr from alkyl bromides

The elimination of HBr from tert-butyl bromide74,77,120–129 is the reverse process of the

addition reaction discussed in the previous section and should thus contain exactly the same

steps in the inverted order, according to the principle of microscopic reversibility. The gas-

phase elimination is consequently a concerted process with partial charge separation in the

transition state. The activation energy of the endothermic gas-phase elimination of HBr

from tert-butyl bromide is 39 kcal/mol.130

Eliminations from alkyl halides in solution are usually base-catalyzed and exhibit a wide

range of reaction mechanisms, depending on the substrate, the leaving group, and the

base.74,77,121,124,128,129 The bimolecular mechanism (E2) involves the abstraction of a pro-

ton by the base, the dissociation of the halide ion, and the for formation of the C=C bond
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in a concerted step. On the other hand, the unimolecular mechanism (E1) includes a slow

bond breaking step, which produces a carbenium ion intermediate, and a fast deprotonation

step. Stabilization of the carbenium ion results in the reaction mechanism with a more

pronounced E1 character. The experimental free reaction enthalpy for the elimination of

HBr from tert-butyl bromide in water is 2.9 kcal/mol.,131,132 while the experimental free

activation enthalpy for the elimination using ethoxide as base is 23.6 kcal/mol.132

The HAQC procedure is consistent with the principle of microscopic reversibility if the set

of elementary transformations is invariant with respect to exchanging reactants and products

(Table 1) and if the heuristic kinetic criterion obeys detailed balance. Therefore, the E1–

0 pathway is the reverse of the HA –0 pathway and describes the polar E1 elimination

mechanism (Figs. 9 and 10).
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Figure 9: Feasible Br2 addition (BA), HBr addition (HA), and E1 elimination (E1) reaction
pathways. Path multiplicities are given in parentheses.

4.7 Electrophilic aromatic substitution

The reaction mechanism of electrophilic aromatic substitution (SEAr) seemed firmly es-

tablished for decades74,77,102,133–138 before being recently called into question by a series

of detailed computational studies.139–141 In its traditional formulation, the SEAr mecha-
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Figure 10: Energy profiles of feasible Br2 addition (BA, left), HBr addition (HA, center),
and E1 elimination (E1, right) reaction pathways

nism is a two-step process involving the arenium ion (�-complex) as the crucial interme-

diate.74,102,134,137,138,142 The arenium ion is reversibly produced in the rate-determining step

and subsequently loses a proton to give the substitution product. The electrophilic attack

is preceded by the equilibrium formation of the less strongly bound ⇡-complex between the

electrophile and the aromatic substrate.143,144

Bromination of benzene is an exothermic process with the reaction enthalpy of�17.2 kcal/mol

and a high activation energy of 64.7 kcal/mol in the absence of catalysts. These values were

computed using the MP2 method and 6-311++G** basis sets.145 Unexpectedly, the com-

puted barriers for alternative reaction mechanisms were found to be substantially lower

in recent computational studies by Schleyer, Schaefer, and co-workers.139–141 The barrier

for the direct (one-step) substitution was computed as 41.8 kcal/mol using the B2PLYP

double-hybrid exchange–correlation functional and 6-311+G(2d,2p) bases sets, while sev-

eral addition–elimination pathways have activation energies < 40 kcal/mol.139 It should be

noted, however, that brominations of unactivated aromatics are typically carried out in the

presence of Lewis acid catalysts. In any case, electrophilic aromatic substitution might be

mechanistically richer than traditionally assumed.146
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The pathway SA–0 (Fig. 11) describes essentially the SEAr mechanism. Similar to the

bromination of ethene (Sec. 4.4), the heterolysis of the Br2 molecule produces the maximum

of the energy profile (Fig. 13). The Br+ electrophile adds to the benzene molecule and

forms the �-complex, which is then deprotonated to yield the product, bromobenzene. The

addition–elimination bromination pathways were not considered as feasible for the purposes

of this work.
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Figure 11: Feasible SEAr substitution (SA) reaction pathway. Path multiplicity is given in
parentheses.

4.8 Epoxide hydrolysis

The opening of the epoxide ring by nucleophiles is analogous to nucleophilic substitution at

saturated carbon centers, save for the e↵ect of the ring strain. The mechanistic alternatives

are the bimolecular SN2-like mechanism, also known as A2, and the unimolecular mechanism

similar to SN1, also called A1.74,147,148 The base-catalyzed hydrolysis follows the bimolecular

A2 mechanism, in which the nucleophilic attack and the epoxide ring opening occur in a single

concerted step.147,149,150 In contrast, the stepwise A1 mechanism is found in acid-catalyzed

hydrolysis. The first step, which is rate-determining, involves the opening of the protonated

epoxide ring. The resulting carbenium ion reacts with the nucleophile in the fast second

step.147,149,151–153 The experimental reaction enthalpy for the hydrolysis of ethene oxide is

�46.0 kcal/mol.154 The activation energy for the acid-catalyzed hydrolysis was determined as

19.0 kcal/mol.152 The computed activation energies for the acid-catalyzed and base-catalyzed

hydrolysis are 18.9 kcal/mol and 10.0 kcal/mol, respectively, using DFT with the B3LYP
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exchange–correlation functional and 6-311+G(d,p) basis sets.150

The pathways of epoxide hydrolysis predicted as feasible (EP–0 and EP–1) (Fig. 12) are

consistent with experimentally known A1 mechanism. The energy maximum of the EP–

0 pathway corresponds to the ring opening in the protonated ethene oxide (Fig. 13), in

line with experimental results. The C–O bond breaking in the neutral ethene oxide (EP–

1) generates an energetically unfavorable zwitterion with the positive charge on a primary

carbon center, which might enforce the concertedness of the reaction mechanism (A2), similar

to the nucleophilic substitution mechanisms discussed above (Sec. 4.3).
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Figure 12: Feasible epoxide hydrolysis (EP) reaction pathways. Path multiplicities are given
in parentheses.
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(EP, right) reaction pathways
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4.9 Esterification

Esterification and its reverse reaction, ester hydrolysis, o↵er a study in rich mechanistic

variation.74,155–160 The traditional three-factor classification of Ingold and co-workers char-

acterizes the reaction mechanisms in terms of acidic (A) or basic (B) conditions, the breaking

of the acyl–O (AC) or alkyl–O (AL) bond, and the molecularity of the reaction.74,161 While

ester hydrolysis is well known under both acidic and basic conditions, only acid-catalyzed

esterification is possible due to the formation of the inert carboxylate anions in basis so-

lution. The predominant mechanism of esterification in aliphatic carboxylic acids is the

two-step AAC2 mechanism involving a tetrahedral acid–alcohol adduct as the reaction in-

termediate.74,155–157,159,161,162 The first step of the AAC2 mechanism—the formation of the

tetrahedral intermediate—is rate-determining. A common alternative is the AAL2 mecha-

nism, which amounts to SN2 nucleophilic substitution at the alcohol carbon atom.74,159,161,163

Esterification reactions are usually close to energy-neutral and thus reversible. The free

enthalpy of the reaction of acetic acid with methanol is +1.9 kcal/mol.164 The formation of

the tetrahedral intermediate is strongly endergonic with 16.9 kcal/mol and has a significant

free activation enthalpy of 34.0 kcal/mol for the uncatalyzed process, or 23.4 kcal/mol in the

presence of an acidic catalyst.164 The decomposition of the tetrahedral intermediate has a free

activation enthalpy of 18.2 kcal/mol uncatalyzed, or 10.7 kcal/mol under acidic catalysis.164

The sizable negative activation entropy of the esterification reaction (�22.5 cal/(mol·K) for

the formation of ethyl acetate157,165) is indicative of the AAC2 addition–elimination mecha-

nism.

Numerous computational studies addressed the energetics of esterification and ester hy-

drolysis under various conditions.166–171 The computed energy change for the acid-catalyzed

reaction of acetic acid with methanol in water is �8.6 kcal/mol using the MP2 method

and 6-31+G(d,p) basis sets for structure optimizations and the larger 6-311+G(d,p) basis

sets for the single-point energy calculations.171 The tetrahedral intermediate is 4.4 kcal/mol

above the reactants. The formation of the tetrahedral intermediate has the highest bar-
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rier of 9.7 kcal/mol, while the activation energy for the decomposition of the tetrahedral

intermediate is merely 2.7 kcal/mol.

The feasible esterification pathways predicted by HAQC (ES–0 through ES–3) all de-

scribe the canonical AAC2 mechanism (Fig. 14) and proceed via a high-energy tetrahedral

intermediate (Fig. 15). The ES–0 pathway consists of the nucleophilic attack by a neutral

methanol molecule and the subsequent elimination of a water molecule. The other feasible

pathways include the attack by the methoxide anion (ES–1), the elimination of hydroxide

anion (ES–2), or both (ES–3).
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Figure 14: Feasible esterification (ES) reaction pathways. Path multiplicities are given in
parentheses.

4.10 Claisen rearrangement

We begin our discussion of pericyclic reactions with the Claisen rearrangement of vinyl allyl

ether to 4-pentenal.77,172–178 Typical features of pericyclic reactions are the absence of ob-

servable intermediates and relative insensitivity to acid–base catalysis. A concerted cyclic

reaction mechanism was proposed for the Claisen rearrangement early on;172,173 and the

Woodward–Ho↵mann principle of the conservation of symmetry provided a qualitative the-

oretical framework for the Claisen rearrangement and related reactions.54–56,179 The Claisen
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Figure 15: Energy profiles of feasible esterification (ES) reaction pathways

rearrangement is classified as a [3,3]-sigmatropic reaction and is thus thermally allowed with

a favorable supra,supra-topology. The transition state assumes a chair conformation and is

subject to aromatic stabilization.180–183 The experimental activation enthalpy for the Claisen

rearrangement of allyl vinyl ether is 29.8 kcal/mol180,184 in gas phase and 25.4 kcal/mol in a

non-polar solvent (dibutyl ether).185 Density functional calculations with the B3LYP func-

tional and 6-31+G** basis sets yield the activation energy of 26.1 kcal/mol,183 the composite

Gaussian-3 method gives 29.4 kcal/mol.186

The Claisen rearrangement is appreciably exothermic with an experimental reaction en-

thalpy of �17.1 kcal/mol for the allyl vinyl ether.187 The reaction rate is increased by 2–3

orders of magnitude in aqueous solutions.177,188–192 The lowering of the activation barrier by

�3.5 kcal/mol in water is due to hydrogen bonding189–191 and indicates that the transition

state is more polar than the reactant. The reaction mechanism is nonsynchronous with the

C–O bond breaking having progressed further in the transition state than the C–C bond

formation.180,192–194

The HAQC procedure was not specifically designed to reproduce the concerted mecha-

nisms of pericyclic reactions involving multiple simultaneous bond breaking and bond making
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events. Nevertheless, the predicted reaction profile (Fig. 17) has the correct single-barrier

shape. The energy maximum corresponds to the polar dissociation of the C–O bond, followed

by the recombination of the charged fragments to yield the product (Fig. 16).

4.11 6⇡ electrocyclizaton

The cyclization of hexa-1,3,5-triene to cyclohexa-1,3-diene is a thermally allowed disrotatory

process according to the Woodward–Ho↵mann rules.55,56,77,195–200 The concerted mechanism

of the 6⇡ electrocyclization reaction has been extensively studied by quantum chemical

methods.182,183,186,201–205 The experimental reaction enthalpy of �15.2 kcal/mol198 is in good

agreement with the computed reaction energy of �17.9 kcal/mol using the MP2 method and

6-311++G(3df,3pd) basis sets.186 However, DFT calculations using the B3LYP exchange–

correlation functional and 6-311++G(3df,3pd) basis sets underestimate the reaction energy,

�9.3 kcal/mol.186 The experimental activation enthalpy for the disrotatory mechanism is

29 kcal/mol, while that for the forbidden conrotatory process is estimated to be only about

5 kcal/mol higher.198,203 The computed activation enthalpy is 28.8 kcal/mol the complete

basis set (CBS-QB3) method and 30.8 kcal/mol with B3LYP and 6-311++G(2d,p) basis

sets.205

The energy profile of the 6⇡ electrocyclizaton reaction produced by the HAQC procedure

corresponds to a concerted barrierless process (Fig. 17), at variance with the available ex-

perimental and computational results. This is in part due to the lack of an energetic penalty

for charge separation in double bonds. Since we consider the (de)polarization steps as for-

mally energy-neutral, the only evident energy change describes the exothermic ring closure

(Fig. 16). This finding suggests that an empirical penalty for charge separation might be

appropriate for (de)polarization elementary steps and warrants further study.
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Figure 16: Feasible Claisen rearrangement (CL) and 6⇡ electrocyclizaton (6C) reaction path-
ways. Path multiplicities are given in parentheses.
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Figure 17: Energy profiles of feasible Claisen rearrangement (CL, left) and 6⇡ electrocycliza-
ton (6C, right) reaction pathways
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4.12 Diels–Alder reaction

The Diels–Alder reaction is at once the canonical example for a thermal pericyclic reac-

tion and an invaluable synthetic tool in the construction of cyclic systems.4,77,206–217 The

prototype reaction of 1,3-butadiene with ethene requires high-temperature conditions and

is mostly of theoretical interest. The principle of conservation of symmetry55,56,218 predicts

that the product cyclohexene is formed in a one-step thermal process. Many quantum

chemical studies at di↵erent levels of theory confirmed the existence of the Cs-symmetric

transition state in the Diels–Alder reaction, in accordance with the Woodward–Ho↵mann

principle.4,182,212,219–223 The experimental reaction energy of the cycloaddition between 1,3-

butadiene and ethene is reported as �37.6 kcal/mol;4 however, the computed reaction ener-

gies show considerable scatter as a function of level of theory and basis sets used.4,186,205,223–226

The computed reaction energy with DFT using B3LYP exchange–correlation functional

and 6-31* basis sets is �36.9 kcal/mol,186 in good agreement with the experimental value.

Meanwhile, adding di↵use basis functions to the basis sets, counterintuitively, makes the

agreement with the experiment worse: the reaction energy is predicted as �27.5 kcal/mol

with B3LYP and 6-311++G(2df,2p) basis sets.4 The CBS-Q3 method gives the reaction en-

thalpy as �38.3 kcal/mol.205 The experimental activation energy of 27.5 kcal/mol for the re-

action of 1,3-butadiene with ethene211,227 is well reproduced by DFT methods (24.8 kcal/mol

with B3LYP exchange–correlation functional and 6-31G* basis sets,223,224 28.3 kcal/mol with

B3LYP and large 6-311++G(3df,3pd) basis sets186). The predicted activation energy using

the CBS-QB3 method is 22.9 kcal/mol,205 in agreement with other high-level correlated

methods.186,228,229

The predictions of the HAQC methodology are consistent with the concerted reaction

mechanism of the Diels–Alder reaction . Again, the concerted mechanism is split into a

sequence of elementary transformations (bond breaking and bond making, Fig. 18). We

observe a single energy maximum in the energy profile, associated with first C–C bond

formation, while the second step follows without an additional barrier (Fig. 19). The two
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predicted reaction mechanisms (DA–0 and DA–1) are near-degenerate with respect to the

modified kinetic arc criterion Wk and di↵er only in the order of the bond formation steps.
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Figure 19: Energy profiles of feasible Diels–Alder (DA, left) and ene (EN, right) reaction
pathways

4.13 Ene reaction

The Alder ene reaction.216,230,231 consists in the addition of an alkene containing allyl hydro-

gen atoms to the C=C bond of a second alkene molecule in a manner formally similar to the

Diels –Alder reaction. Computational results have shown that the reaction mechanism of the
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ene reaction is concerted, however, the formation of the C–C bond precedes that of the C–H

bond.182,216,221 The formation of 1-pentene by thermal pyrolysis of mixtures of propene and

ethene is exothermic with the reaction enthalpy of �21.8 kcal/mol at 700 K.232,233 The com-

puted reaction energy of the ene reaction between propene and ethene is �21.0 kcal/mol with

DFT using the B3LYP exchange–correlation functional and 6-31G* basis sets.234 The MP2

reaction energy using 6-31G* basis sets is �24.5 kcal/mol.234 The experimental activation

energy for this reaction was reported as 57.4 kcal/mol232 but is at variance with quantum

chemical predictions.233–235 DFT using the B3LYP functional and 6-31G* basis sets predicts

the activation energy for the reaction of propene with ethene to be 33.3 kcal/mol,234 with a

similar value of 31.5 kcal/mol yielded by the MP2 calculations using 6-31G* basis sets.234

The feasible pathway of the ene reaction (EN–0 in Fig. 18) reflects the concerted re-

action mechanism consisting of the C–C bond formation followed by the C–H bond forma-

tion.182,216,221 These two steps are observable as separate energy changes in the energy profile

(Fig. 19).

5 Discussion

5.1 Energy Profiles and Their Interpretation

Having analyzed a diverse set of 14 polar and pericyclic reaction mechanisms in the preced-

ing Subsections 4.1–4.13, we are now in the position to make some tentative generalizations.

The most immediately commonality of the feasible reaction pathways considered so far is

that their energy profiles have the intuitively expected single-barrier shape. Among polar

reactions, we find only two exceptions: the HBr addition and elimination reactions, in which

the energy profiles are entirely non-increasing and non-decreasing, respectively. For polar

reactions, which feature high-energy charged intermediates, these results are straightforward

to explain by Hammond’s postulate. But perhaps more surprisingly, we find that the energy

profiles of pericyclic reactions considered in this work are also described as a single barrier
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crossing with the HAQC approach. The 6⇡ electrocyclization reaction is an exception, how-

ever, having an strictly downhill energy profile. By design, the HAQC approach tends to err

on the side of being too granular and to represent any elementary reaction—as defined by

the reaction kinetics—as a sequence of one or more elementary transformations of Table 1.

As we have seen in Subsection 4.3, this approach erases the much-studied qualitative dis-

tinction between concerted (SN2) and stepwise (SN1) reaction mechanisms, reducing it to a

quantitative di↵erence in the relative height of the energy barrier (Fig. 8). In this case, the

model suggested by the HAQC approach is in line with the accepted notion of a SN2–SN1

mechanistic continuum.4,72–77 More generally, however, we wish to be able to identify con-

certed elementary reactions from the sequences of elementary transformations generated by

the HAQC procedure. Borrowing on Jencks’ concept of “enforced concertedness”,79,236,237

one promising approach to treating concerted reaction mechanisms within the HAQC frame-

work could be to use the barrier height or the curvature of the energy profile as a heuristic

for merging adjacent elementary transformations into one concerted reaction step.

While the HAQC energy profiles are useful conceptual devices and seem to correctly cap-

ture some patterns of chemical reactivity, they should not be overinterpreted. It is perhaps

best to think of them as taking an intermediate position between the qualitative “arrow

pushing” reaction diagrams and the complex realities of multidimensional reactive PES.

Importantly, the HAQC energy profiles should not be taken as the literal traces of reac-

tive trajectories in energy space. We highlight 3 fundamental di↵erences: The points of

the energy profile are discrete, the connection between them are nothing more than visual

guides. Moreover, each of the points corresponds to a (local) energy minimum on the PES,

even if it appears to be a maximum of the energy profile. While the relationship between

transition-state structures and high-energy reaction intermediates are implied by the Ham-

mond postulate, it is not quantitative. Finally, the abscissa of the energy profile is not a true

reaction coordinate, recording the overall changes in molecular structure. Instead, it follows

discrete steps of bond making and bond breaking with each bond transformation event being
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weighted equally. While this simple approach is a useful first step, it neglects the di↵erences

in bond distances and bond strengths between bonds of di↵erent types. Improved variants

of the simple HAQC energy profiles could take the latter into account by using abstract

measure of molecular change238 or molecular similarity239,240 as their abscissa instead on the

number of steps.

5.2 Reaction Mechanism Prediction

Taking into consideration only the narrow goal of predicting feasible reaction pathways, we

have pursued a somewhat circuitous and ine�cient approach in this work. We have first

constructed an exhaustive transition network (TN) model of plausible elementary transfor-

mations (see Section S3 of the Supporting Information for details of the reaction network

models), only to filter it down to the feasible reaction pathways using thermodynamic and

heuristic kinetic feasibility criteria. Only between 50 % (for tautomerization) and 0.5 %

(for 6⇡ electrocyclization) of all plausible reaction pathways in Table 2 are empirically fea-

sible. Our approach is justified because we are additionally interested in comparing and

optimizing kinetic heuristics. However, given a fixed set of feasibility criteria, we are free

to choose a much more e�cient strategy based on local search.241,242 The formal properties

of the kinetic heuristics, specifically non-negativity and additivity (see Section 2), are de-

signed to make them applicable in the context of local search or network-flow optimization

algorithms.243 The simplest local-search variant of the HAQC approach might use a global

kinetic feasibility threshold Wk along with an additional local kinetic feasibility threshold

wk = Wk/Nmax + �wk, where Nmax is the maximum path length, and �wk is a local slack

parameter. Within this local- threshold approach, one would in every step only accept ele-

mentary transformations Ki ! Ki+1 (0  i  Nmax � 1), for which WKi!Ki+1  wk (local

threshold criterion) and WK!Ki+1  Wk (global threshold criterion).

Path search algorithms are exceptionally versatile and widely used.242,244 The breadth-

first search algorithm244 is suitable for finding all reaction pathways with up to Nmax steps
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between the given source and the target flasks (single-source, single-product reaction pre-

diction), which is the focus of this work. But with only small modifications, this approach

can be adapted to solve di↵erent problems in reaction mechanism prediction. We will only

give a brief enumeration here. The feasibility of a particular reaction, given the source and

target flasks, translates into finding the path with the smallest value of the kinetic feasibility

heuristic and can be readily solved by a shortest-path algorithm. Breadth-first search can

also be extended to solve the single-source, multi-product reaction problem. The only sig-

nificant di↵erence to this work is that we need to take into consideration both kinetic and

thermodynamic feasibility of the predicted reaction pathways.13 Provided that a suitable

calibration exists, it should even be possible to estimate overall reaction rates and product

compositions using Eq. 2.

5.3 Reaction Networks and Their Properties

While local search is likely the most e�cient approach to reaction mechanism prediction,

the full reaction networks in the TN representation are worthy of a closer examination in

their own right. We recall that main di↵erence between the TN model and the interaction

network (IN) representation, which plays a central role in kinetic modeling11,25–37 and is

usually the implied meaning of the term reaction network ,7,9,12,23,27 is that network nodes in

the TN representation correspond to collections of molecules (flasks), while network edges

of the TN representation denote stoichiometry-preserving transformations between flasks

(see Section 2 and Ref. 13 for details). The latter definition has a number of practically

useful consequences. Firstly, the reaction networks in the TN representation are large but

fundamentally finite, meaning that the exhaustive generation of the reaction network by the

HAQC procedure is guaranteed to terminate after a finite number of steps. The network

size in the TN representation increases exponentially with the number of atoms, making it

impractical to generate the entire network for large enough systems. Nevertheless, as we have

demonstrated in this work, reaction networks in the TN representation remain of manageable
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size for some systems relevant to chemical reactivity (up to 8 non-hydrogen atoms, < 2 · 105

nodes, < 106 edges, see Section S3 of the Supporting Information).

Secondly, the formal properties of the reaction networks in the TN representation influ-

ence the e�ciency of many network algorithms.244 As a simple example, we note that the

reaction networks in the TN representation are relatively sparse, i.e., each network node

is connected to only a small fraction of the overall network. Sparse directed networks are

characterized by small values of network density

⇢ =
Ne

Nn (Nn � 1)
, (6)

where Nn and Ne are the numbers of network nodes and edges in the network, respectively.

We find that, with the exception of the very small network of the diol formation reaction,

⇢ < 0.1 for all reaction networks considered in this work. Moreover, the network density

⇢ is expected to decrease even further for larger systems, as the number of adjacent edges

for a given node (plausible elementary transformations) increases roughly linearly with the

number of atoms, while at the same time the number of network nodes grows exponentially.

This finding is encouraging because network search algorithms are known to perform better

for sparse networks.244

Finally, the reaction networks in the TN representation form a well-defined hierarchy

(partially ordered set), in which the network of the stoichiometry CnCHnHOnO ... is contained

within the Cn0
C
Hn0

H
On0

O
... network if nC  n0

C, nH  n0
H, nO  n0

O, ... . The relationship

between the analogous reaction pathways in the smaller and the larger network expresses in

a straightforward way the e↵ect of a catalyst, namely, a compound, whose addition to the

chemical system improves the kinetic feasibility of some desirable reaction pathway.
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6 Conclusions

At present most reaction mechanism predictions fall squarely into one of two disjoint cate-

gories: the maximally empirical approach based on the existing mechanistic and synthetic

data1,19–23,74,77 and the the maximally non-empirical approach relying PES explorations by

quantum chemical methods.11,14–18,33–37 In this work, we are exploring a middle ground, com-

bining a series of broadly applicable empirical rules and heuristics with quantum chemical

structure optimizations. The resulting HAQC framework is conceptually simple, general,

extensible, and consistent with empirical understanding of organic chemistry. Instead of

relying on the ever-growing and often proprietary compilation of reaction data, it makes

use of a small number of reaction-independent heuristics (elementary transformations and

reaction feasibility criteria). The ability to find a consensus set of heuristics correctly pre-

dicting a wide range of polar and pericyclic reactions make HAQC a promising proposition

for discovering novel reaction pathways across organic chemistry.

However, much room for improvement remains in the level of computational treatment

used thus far within the HAQC approach. In all calculations performed in this work, we ex-

cluded any conformational data or explicit solvent e↵ects from the energy computations and

restricted ourselves to the inexpensive PM7 semiempirical method for reasons of simplicity.

Improvements along these lines can be incorporated at some additional computational cost

but without fundamental changes to the HAQC approach. Additionally, the parallel imple-

mentation and the local-search variant of the HAQC approach help to limit their impact on

the overall computational e↵ort.

On the more fundamental level, one of the most important shortcomings of the HAQC

approach is the tight coupling between the structural formulas, on which elementary transfor-

mation rules operate, and the three-dimensional structural representations used in quantum

chemical structure optimizations. While the structural formulas have the advantage of be-

ing intimately familiar to any chemist, alternative discretized representations of molecular

structure might be more suitable for expressing elementary transformation rules. We have
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previously explored some discrete encodings of three-dimensional molecular structures based

on space-filling curves.245 These or some other improvements will be necessary to incorpo-

rate other kinds of interactions, such as metal–ligand interactions, hydrogen bonds and other

weak interactions, and to express the corresponding reaction semantics. Fast progress in this

direction is not to be expected but the success of some three-dimensional molecular structure

descriptors246 is encouraging.

We should also note that we have barely scratched the surface of the various ways, in

which machine learning techniques might be utilized to improve the reaction feasibility cri-

teria. The arc and karc heuristics were largely motivated by transition-state theory38–41 but

we are equally well justified in deriving kinetic heuristics by regression against experimental

or computed barrier heights. Combining discrete features such as types of elementary trans-

formations (see Table 1) with the computed HAQC enegy profiles using regression trees247

is yet another promising avenue to explore. In similar vein, the criteria for combining el-

ementary transformations into concerted reactions steps might be more easily obtained by

machine learning rather than the empirical reasoning o↵ered in Section 5.1.

We close by expressing the hope that chemical reaction networks might become more

useful as a conceptual framework for both understanding the patterns of chemical reactivity

and for predicting new reactions with moderate computational e↵ort. It is notable that one

of early classic texts on graph theory references chemical structures as graphs.248 We would

like to argue that a deeper examination of chemical reaction graphs will similarly enrich our

understanding of chemical reactivity.
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The Inherent Competition between Addition and Substitution Reactions of Br2 with

Benzene and Arenes. Angew. Chem. Int. Ed. 2011, 50, 6809–6813.

57



(140) Galabov, B.; Koleva, G.; Simova, S.; Hadjieva, B.; Schaefer, H. F.; von
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S1 Distributed Implementation of the HAQC Proce-

dure

The HAQC approach as implemented in the prototype Python code named Colibri is briefly

described in this section.1 The Colibri code comprises a suite of independent processes

that operate in parallel and interact through a common MongoDB2 document store for

the Molecule and Flask objects. (Fig. S1) Each Molecule object is behaves like a finite-

state machine with the following states: FORMULA has only the structural formula of the

molecule, represented by a canonical SMILES string;3,4 CONFIGURATION additionally

contains three-dimensional atomic coordinates from an empirical structure builder or force-

field optimization; and GEOMETRY is obtained as a result of a quantum chemical structure

optimization and includes an associated molecular energy. Similarly, the Flask object has

the following states: INITIAL holds only the references to the constituent Molecule objects;

the Flask object is converted to RUNNING status after submitting the Molecule objects
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for structure optimization; upon successfully collecting the molecular energies and evaluat-

ing the total flask energy, the Flask object becomes REACTIVE and reaches the terminal

UNREACTIVE state when the elementary reactive transformations are applied. Each state

transition is implemented as a separate continuously running task, which executes when-

ever documents with the matching state are available in the data store and waits for data

otherwise. Synchronization between concurrent tasks is implemented using locking. The

main advantage of this microservice architecture compared to a monolithic application is

that the individual tasks remain independent and may be launched or shut down based on

data volume. Moreover, scaling out to a distributed system and fine-grained process control

are straightforward in the microservice architecture.

The most basic Colibri configuration comprises five types of tasks, not including data

import and export, which are denoted by solid arrows in Fig. S1. BuildTask generates a

three-dimensional molecular model from the structural formula using the RDKit library5

(FORMULA æ CONFIGURATION), and the MOPAC semiempirical quantum chemistry

program6 is utilized in GeometryTask for structure optimizations (CONFIGURATION æ

GEOMETRY) for the purposes of this work. However, other structure builders and quantum

chemistry codes are readily integrated with the Colibri implementation. The FlaskMapper-

Task and FlaskReducerTask implement the asynchronous coupling between the Flask and

Molecule objects (empty arrows in Fig. S1). The FlaskMapperTask inserts new Molecule

objects into the data store based on the INITIAL Flask objects. Its counterpart is the

FlaskReducerTask, which waits for the molecular energies of all constituent molecules in a

RUNNING Flask to become available and subsequently computes the total flask energy. Fi-

nally, the FlaskReactionTask generates a number of new children Flask objects (each having

INITIAL state) from a REACTIVE flask according to elementary transformation rules and

inserts them into the data store along the parent Flask object, which changes its state to

UNREACTIVE.

Once initialized by one or more starting Flask objects with INITIAL state, the Colibri
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program executes autonomously and iteratively constructs the reaction network in the TN

representation until all Flask objects in the data store reach their terminal states or until it

is manually stopped. In addition to the normal UNREACTIVE state, additional terminal

states UNAVAILABLE, ERROR, and INVALID indicate various error conditions. The com-

plete network is then exported to a Neo4J graph store7 or as a GraphML graph file8,9 for

analysis and visualization. The Colibri source code is released under the permissive Apache 2

license along with this paper.1

FORMULA CONFIGU-
RATION

INITIAL RUNNING REACTIVE UNREACTIVE

FLASK

MOLECULE

GEOMETRY

GeometryTaskBuildTask

FlaskMapperTask FlaskReducerTask FlaskReactionTask

⋮

BuildTask

⋮

GeometryTask

⋮

FlaskMapperTask

⋮

FlaskReducerTask

⋮

FlaskReactionTask

Figure S1: Simplified scheme of the Colibri code. The Molecule and Flask objects are shown
hatched, their states are in dark gray. Tasks executing in parallel are drawn in white. State
changes are indicated by solid arrows, additional data streams are shown by empty arrows.
Data import, export, synchronization, process control, and error handling are omitted for
clarity.
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S2 Heuristic Kinetic Feasibility Criteria

We show the performance of arc and karc heuristic kinetic feasibility criteria with the pa-

rameters – = 5, 10 eV and Ÿ = 1, 5, 10 eV≠2. See Section 4 of the main text for definitions

and discussion.
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Figure S2: Classification of reaction pathways as feasible/infeasible using the arc heuristic
with – = 1 eV for simple reaction mechanisms. Empirically feasible reaction pathways are
marked by blue lines, infeasible pathways are marked by red lines. The interval between the
feasible reaction pathway with the highest Wa value and the infeasible reaction pathways
with the lowest Wa value (feasibility gap) is highlighted by gray shading.
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Figure S3: Classification of reaction pathways as feasible/infeasible using the arc heuristic
with – = 10 eV for simple reaction mechanisms. See Fig. S2 for details.
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Figure S4: Classification of reaction pathways as feasible/infeasible using the karc heuristic
with – = 1 eV, Ÿ = 1 eV≠2 for simple reaction mechanisms. Wk = 6 eV estimates the
consensus threshold for binary feasible/infeasible classification See Fig. S2 for additional
details.

p. S6



TA

DI

S1

S2

BA

HA

E1

SA

EP

ES

CL

6C

DA

EN
0 5 6 10 15 20

Wk (α = 1 eV, κ = 10 eV−2), eV

Figure S5: Classification of reaction pathways as feasible/infeasible using the karc heuristic
with – = 1 eV, Ÿ = 10 eV≠2 for simple reaction mechanisms. Wk = 6 eV estimates the
consensus threshold for binary feasible/infeasible classification See Fig. S2 for additional
details.
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Figure S6: Classification of reaction pathways as feasible/infeasible using the karc heuristic
with – = 5 eV, Ÿ = 1 eV≠2 for simple reaction mechanisms. See Fig. S2 for additional details.
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Figure S7: Classification of reaction pathways as feasible/infeasible using the karc heuristic
with – = 5 eV, Ÿ = 5 eV≠2 for simple reaction mechanisms. See Fig. S2 for additional details.
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Figure S8: Classification of reaction pathways as feasible/infeasible using the karc heuristic
with – = 5 eV, Ÿ = 10 eV≠2 for simple reaction mechanisms. See Fig. S2 for additional
details.
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Figure S9: Classification of reaction pathways as feasible/infeasible using the karc heuristic
with – = 10 eV, Ÿ = 1 eV≠2 for simple reaction mechanisms. See Fig. S2 for additional
details.
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Figure S10: Classification of reaction pathways as feasible/infeasible using the karc heuristic
with – = 10 eV, Ÿ = 5 eV≠2 for simple reaction mechanisms. See Fig. S2 for additional
details.
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Figure S11: Classification of reaction pathways as feasible/infeasible using the karc heuristic
with – = 10 eV, Ÿ = 10 eV≠2 for simple reaction mechanisms. See Fig. S2 for additional
details.
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S3 Reaction Network Models

All reaction networks were constructed using the Colibri1 program. Reactive transforma-

tions and 3D structure generation used the RDKit5 library. Quantum chemical structure

optimizations were carried out by the MOPAC program6 at the PM7 semiempirical level

using the COSMO implicit solvation model for water (Á = 78.4).10 The energy of the proton

in solution was computed for pH = 7. The network construction procedure was executed

until all Flasks were in the UNREACTIVE state or were marked as invalid. The details of

the reaction network models are shown in Table S1.

Table S1: Reaction network models generated in this work

Reactants Products Nodes Edges

Tautomerizaton (TA) H2C OH H3C O 42 102

Diol formation (DI) H2C O H2O+ HO OH 18 50

SN1 substitution (S1)
CH3

H3C
CH3

Br H2O+
CH3

H3C
CH3

OH HBr+ 5359 32684

SN2 substitution (S2) H2O+H3C Br H3C OH HBr+ 139 572

Br2 addition (BA) Br BrH2C CH2 +
Br

Br 53 168

HBr addition (HA)
CH2

CH3H3C

HBr+

CH3

H3C

CH3

Br 591 2698

E1 elimination (E1)
CH3

H3C

CH3

Br

CH2

CH3H3C

HBr+ 591 2698

SEAr substitution (SA) Br Br+ HBr

Br

+ 115999 570169

Epoxide hydrolysis (EP) O H2O+ HO OH 193 730
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Table S1: Reaction network models generated in this work (cont.)

Reactants Products Nodes Edges

Esterification (ES)
H3C OH

H3C

O

OH
+

CH3OH3C

O

H2O
+ 6532 36239

Claisen rearrangement (CL)ú CH2
O CH2 O

H2C 37504 264522

6fi electrocyclization (6C)ú
CH2

CH2
14860 100506

Diels–Alder reaction (DA)ú
CH2

CH2

CH2

CH2

+ 11114 78432

Ene reaction (EN)ú

CH2
CH2

CH2
H

+
H2C

H

1033 5786

ú Up to 4 atom charges allowed
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