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Abstract

London dispersion interactions play an integral role in materials science and bio-

physics. Force fields for atomistic molecular simulations typically represent dispersion

interactions by the 12-6 Lennard-Jones potential, using empirically-determined param-

eters. These parameters are generally underdetermined and there is no straightforward

way to test if they are physically realistic. Alternatively, the exchange-hole dipole

moment (XDM) model from density-functional theory predicts atomic and molecular

London dispersion coefficients from first principles, providing an innovative strategy

to validate the dispersion terms of molecular-mechanical force fields. In this work,

the XDM model was used to obtain the London dispersion coefficients of 88 organic

molecules relevant to biochemistry and pharmaceutical chemistry and the values com-

pared with those derived from the Lennard-Jones parameters of the CGenFF, GAFF,

OPLS, and Drude polarizable force fields. The molecular dispersion coefficients for the

CGenFF, GAFF, and OPLS models are systematically higher than the XDM-calculated
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values by a factor of roughly 1.5, likely due to neglect of higher-order dispersion terms

and premature truncation of the dispersion-energy summation. The XDM dispersion

coefficients span a large range for some molecular-mechanical atom types, suggesting

an unrecognized source of error in force-field models, which assume that atoms of the

same type have the same dispersion interactions. Agreement with the XDM dispersion

coefficients is even poorer for the Drude polarizable force field. Popular water mod-

els were also examined and TIP3P was found to have dispersion coefficients similar

to the experimental and XDM references, although other models employ anomalously

high values. Finally, XDM-derived dispersion coefficients were used to parameterize

molecular-mechanical force fields for five liquids – benzene, toluene, cyclohexane, n-

pentane, and n-hexane – which resulted in improved accuracy in the computed en-

thalpies of vaporization despite only having to evaluate a much smaller section of the

parameter space.

1 Introduction

London dispersion interactions1 arise from instantaneous dipole moments in the electron

distribution of separated atoms or molecules, creating a universally attractive force between

them. Although these interactions are generally weak, they play an integral role in the

structure and dynamics of condensed matter due to their ubiquitous nature. In the field

of biophysics, London dispersion is a critical element in lipid structure, membrane perme-

ation,2–5 protein folding,6 protein–ligand binding,7,8 and nucleic acid structure.9 In materials

science, London dispersion contributes to lattice energies,10,11 crystal packing,12–14 and sur-

face adsorption.15,16

The potential energy of the London dispersion interaction between atoms i and j can be

expressed as a multipolar expansion,17

Edisp(rij) = −
∞∑
n=6

Cn,ij

rnij
, (1)
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where rij is the inter-atomic distance and Cn,ij are the coefficients of the London dispersion

interaction between atoms i and j for the nth order term of the interaction. In practice,

odd-powered terms are generally negligible and the series is truncated at n = 10, yielding

Edisp(rij) = −C6,ij

r6ij
− C8,ij

r8ij
− C10,ij

r10ij
(2)

where C6,ij, C8,ij, and C10,ij are the dispersion coefficients. These coefficients depend on

the identity of the pair of interacting atoms. Various methods have been developed to infer

these coefficients from experiment or to calculate them from first principles.17,18 Ab initio-

derived dispersion coefficients have been calculated by Cole et al.19 and Vandenbrande et

al.20 using the Tkatchenko–Scheffler method, where the dispersion coefficients of free atoms

were calculated using TDDFT then scaled according to the relative free volume of the atom

in the molecule.19,20

One straightforward and non-empirical method for calculating the dispersion coefficients

of atoms in molecules is the exchange-hole dipole moment (XDM) model.21,22 The dispersion

coefficients can be defined in terms of expectation values of the square of the instantaneous

dipole moments resulting from a reference electron and its exchange hole, 〈d2X〉, and the

atom-in-molecule polarizabilities, α.

C6,ij = αiαj
〈d2X〉i〈d2X〉j

αj〈d2X〉i + αi〈d2X〉j
(3)

Because the dispersion coefficients are calculated directly from properties of the electron

density, they vary with the local chemical environment of each atom within a molecule or

solid.15,16,23 Higher-order C8 and C10 dispersion coefficients can similarly be obtained in

terms of higher-order exchange-hole moment integrals.21,22

The molecular C6 coefficient can be expressed simply as a sum of the atomic dispersion
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coefficients for all pairs of atoms within the molecule:

C6,mol =
∑
ij

C6,ij. (4)

The XDM method was found to provide molecular C6 dispersion coefficients that are in good

agreement with the experimental values.24 Evaluation of the XDM dispersion coefficients and

dispersion energy can be performed routinely from a ground-state density-functional theory

(DFT) calculation using standard quantum-chemistry codes.22,25,26 The calculation of atomic

London dispersion coefficients using XDM could provide an innovative method to validate

force-field dispersion parameters.
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Figure 1: The Lennard-Jones potential for the interaction between two carbon atoms
(CGenFF atom type CG311). The total potential is shown in black. The repulsive 1/r12

component is shown in green and the 1/r6 London dispersion component is shown in blue.

Molecular dynamics simulations of organic molecules often employ a generalized molecular-

mechanical force field. These force fields define parameters for the standard types of chemical

bonds and functional groups present in organic molecules, making it possible to generate a

force field automatically for an arbitrary molecule. CGenFF,27 GAFF,28 and OPLS29 are

popular generalized force fields. More recently, models that are capable of describing induced

polarization, such as Drude polarizable force fields, have also been developed.30

The CGenFF, GAFF, OPLS, and Drude force fields all account for inter-atomic London

dispersion interactions via the Lennard-Jones 12-6 potential. This potential combines the
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attractive 1/r6 London dispersion term with a 1/r12 short-range repulsive term.31 The com-

ponents of this potential are illustrated in Figure 1. Higher order dispersion terms (i.e., C8

and C10) are neglected. The Lennard-Jones potential for the interaction between atoms i

and j is

ELJ,ij(rij) =
Aij

r12ij
− C6,ij

r6ij
(5)

Appropriate A and C6 coefficients must be defined for each pair of atoms in the system. This

equation is more commonly formulated as

ELJ,ij(rij) = 4εij

[(
σij
rij

)12

−
(
σij
rij

)6
]
, (6)

where εij is the potential well depth and σij is the sum of atomic radii at which the potential

crosses the zero of energy.

To reduce the number of parameters needed to define the force field, each atom in the

system is assigned an atom type. All atoms of the same type are assumed to have the

same Lennard-Jones parameters. The type of an atom is generally specified by its element,

hybridization, and bonding partners. The number and definition of atom types varies widely

between different force fields. For instance, for the molecules studied in this paper, the

CGenFF, GAFF, and OPLS force fields have 67, 32, and 153 atom types, respectively.

The σ and ε parameters for molecular-mechanical force fields are typically assigned by

performing simulations of bulk liquids using various parameter sets. For each set of pa-

rameters, properties like the density and enthalpy of vaporization of the neat liquid are

calculated. The parameters that yield the most accurate properties are used as the standard

Lennard-Jones potential for that atom type. While this practice has been effective, there

are several associated drawbacks. This procedure assumes the Lennard-Jones parameters

are transferable to atoms of the same type in other molecules. Additionally, fitting param-

eters to properties of bulk liquids becomes more difficult for polyatomic molecules because

the Lennard-Jones parameters for multiple atom types must be fit simultaneously. Both ε
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and σ are treated as free parameters of empirical force fields, along with hundreds of other

parameters. This creates the possibility that the parameterization procedure will generate

unphysical values for ε and σ.

The need for greater accuracy in molecular simulations has spurred efforts to validate

force field parameters. The Virtual Chemistry database provides structures and topology

files for simulations of molecular liquids with the CGenFF, GAFF, and OPLS force fields.

This provides an extensive test set to evaluate the accuracy of the force-field parameters.

Simulations of molecular liquids in this test set have shown that the computational predic-

tions can be significantly in error for some properties, although it is not always apparent

which parameter(s) require adjustment. The ability of XDM to compute atomic dispersion

coefficients from first principles provides a novel way of determining if the C6 dispersion

coefficients of a force field are physically realistic.

This paper presents the calculation of C6 coefficients using the XDM model on 88

molecules from the Virtual Chemistry force-field test set. The calculated coefficients are

compared to those derived from the Lennard-Jones parameters for the CGenFF, GAFF,

OPLS, and Drude force fields. A revised force field for liquid benzene is derived based on

the XDM dispersion coefficients.

2 Computational Methods

2.1 XDM Calculations

XDM dispersion coefficients were calculated for a set of 88 molecules. Gas-phase structures

from the Virtual Chemistry database were taken as the initial geometries. These structures

were energy minimized with the PBE0 functional32 and the def2-SVP basis set33 using ORCA

3.0.34 Further geometry optimization was then performed with PBE0/aug-cc-pVTZ using

Gaussian 09.35 Single-point energy calculations with PBE0/aug-cc-pVTZ were carried out to

generate the wavefunction files needed to determine the XDM dispersion coefficients. This
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method has been shown to be reliable for predicting the molecular electrostatic properties

of small molecules.36 The XDM dispersion coefficients were calculated from the PBE0/aug-

cc-pVTZ wavefunction files using the postg program.25,37,38 A Python script that automates

the parsing of dispersion coefficients from the output of postg is available through GitHub.39

Force field parameters for molecules in the Virtual Chemistry test set were extracted from

the published itp files.40 The equations for conversion of these parameters to a C6 coefficient

in atomic units are given in the appendix. Sample input files are included in Supporting

Information.

2.2 Molecular Dynamics Simulations

Simulations to parameterize molecular-mechanical force fields were performed using GRO-

MACS 5.1.4.41 The simulations were performed under periodic boundary conditions with

unit cells containing 1000 molecules. Where possible, initial coordinates were taken from

the Virtual Chemistry database. In the remaining cases, initial coordinates were gener-

ated using the GROMACS insert-molecules module. A Parrinello–Rahman barostat42,42

and Nosé–Hoover thermostat43,44 were used in order to sample the isothermal-isobaric en-

sembles. Electrostatic interactions were calculated using Particle Mesh Ewald (PME) with

a grid spacing of 1 Å. Lennard-Jones interactions were calculated using the lattice-sum

method.45,46 Properties were calculated from a 1 ns simulation to equilibrate the system

followed by a 1 ns simulation to sample the properties. Sample input files are included in

Supporting Information.

3 Results and Discussion

3.1 Molecular Dispersion Coefficients

The molecular C6 dispersion coefficients for the molecules in the test set were calculated

using XDM and the force-field parameters. The correlations between the molecular XDM
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Figure 2: Correlation between the molecular dispersion coefficients of the (a) CGenFF, (b)
GAFF, and (c) OPLS force fields and XDM. Each point represents a single molecule of the
Virtual Chemistry test set.

dispersion coefficients and the molecular dispersion coefficients for the CGenFF, GAFF, and

OPLS force fields are plotted in Figure 2. There is a systematic trend for the force fields to
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overestimate the molecular dispersion coefficients, with regression coefficients of 1.53, 1.59,

and 1.55 for the CGenFF, GAFF, and OPLS force fields, respectively. This suggests that

the dispersion interactions in molecular liquids will be overestimated by these molecular-

mechanical force fields.

The overestimation of dispersion coefficients in these force fields may be the result of the

neglect of some components of the intermolecular interactions. Because the C6 coefficients are

parameterized to empirical liquid properties, the C6 coefficients will be assigned spuriously

large values to compensate for these neglected intermolecular interactions. For instance, the

generalized force-field models use fixed atomic charges to represent electrostatic interactions.

This neglects electrostatic interactions due to induced polarization, so the C6 coefficients of

these force fields may have been assigned spuriously large values to compensate for the

underestimation of electrostatic interactions. The development of polarizable molecular-

mechanical models is one route to address these issues.

These force fields also neglect the 8th- and 10th-order dispersion interactions. Quantum-

chemical calculations have shown that the C8 dispersion term accounts for ca. 30% of the

dispersion energy in both molecular dimers47 and in molecular crystals.10 The latter cor-

responds to roughly 20% of the computed lattice energies. A moderate increase in the

magnitude of the C6 dispersion terms can compensate for the neglect of higher-order terms,

because these terms are much shorter-range than the 6th-order terms. Non-nonbonded po-

tentials that include higher-order dispersion coefficients have been proposed in the past,48

but have not been widely adopted. The rigorous inclusion of higher-order dispersion terms

in molecular-mechanical force fields may result in more accurate calculation of dispersion in-

teractions and C6 coefficients that are in better agreement with the experimental and XDM

values. XDM provides a first-principles method of obtaining these coefficients, which greatly

simplifies the parameterization of these additional terms.

Although many-body effects are sometimes invoked as a neglected source of dispersion

energy, analysis using methods like XDM have generally found that pairwise interactions
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account for the bulk of the dispersion interaction, while non-additive many-atom dispersion is

slightly repulsive in general and only accounts for a very small fraction of the total dispersion

energy.49–51

Finally, the widespread practice of applying a switching function to terminate the Lennard-

Jones interaction at a moderate distance (e.g., 12 Å) has also caused the force field C6

dispersion coefficients to be exaggerated. This truncation is also used when the force field

is parameterized, so the parameterization procedure of some force fields tends to assign a

spuriously large C6 coefficient to the parameterized atoms to compensate for the neglected

long-range dispersion interactions (although a correction is made for this approximation in

some force fields). Fisher et al. found that the enthalpies of vaporization of liquids in the

Virtual Chemistry test set were systematically overestimated when the long-range dispersion

interactions were calculated,52 which is consistent with our conclusion that the dispersion

coefficients for these force fields are larger than they should be on physical grounds. For

homogeneous systems, there are methods of correcting for the neglect long-range disper-

sion interactions without explicitly calculating them using a lattice-summation method,53

although this has not been used universally in force field parameterization. The redevelop-

ment of force fields to include long-range dispersion interactions would likely result in smaller

C6 dispersion parameters.

Table 1: Calculated liquid properties obtained with force fields for which the molecular C6

coefficients differ from the XDM values by a wide margin. The data are taken from Ref. 54.
Several molecules that contain sulfur or bromine atoms have enthalpies of vaporization that
are significantly different from the experimental values. Dispersion coefficients are given in
atomic units.

Force field Molecule C6,FF C6,XDM ρ expt. ρ calc. ∆Hvap expt. ∆Hvap calc.
CGenFF dibromomethane 2227.7 961.6 2496.8 2435.3 37.67 43.53
GAFF dibromomethane 2191.2 961.6 2496.8 1962.8 37.67 28.83
GAFF 1-bromobutane 3436.0 1933.3 1275.1 1176.4 36.60 35.98
CGenFF 1,2-ethanedithiol 2630.8 1493.1 1113 1167 41.85 48.16
OPLS 1,2-ethanedithiol 2600.4 1493.1 1113 1157 41.85 46.68
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If the force field significantly underestimates or overestimates the molecular C6 coefficient

relative to the XDM value, the simulated physical properties of the liquid are often greatly

in error. For example, the GAFF force field overestimates the total dispersion coefficient

of compounds containing bromine, such as dibromomethane and 1-bromobutane, by a large

margin. As shown in Table 1, the density and enthalpy of vaporization of these compounds

are significantly in error when anomalously-large C6 parameters are used to simulate these

liquids. In agreement with our analysis, Adluri et al. showed that the GAFF and CGenFF

Lennard-Jones parameters for bromine are not optimal.55 The bromine dispersion coefficients

for the reparameterized force field were closer to the XDM values (206.7 a.u. and 163.1 a.u.

for the revised CGenFF and GAFF models, respectively). The CGenFF and OPLS force

fields also predict anomalously high molecular dispersion coefficients for 1,2-ethanedithiol.

These models overestimate the density and enthalpy of vaporization (Table 1).

3.2 Atomic Dispersion Coefficients

A comparison of the force-field and XDM homoatomic C6 dispersion coefficients allows the

validity of force-field atom typing to be assessed and reveals whether the systematic over-

estimation of the dispersion coefficients can be traced to particular elements. The average

of the homoatomic dispersion coefficients for each element, and the accompanying standard

deviation, were calculated for the full test set and are reported in Table 2. The force-field

dispersion coefficients for each chemically-unique atom in the test set are plotted against

the equivalent XDM dispersion coefficients in Figure 3. A more narrow distribution that is

restricted to H, C, N, and O atoms is presented in Figure 4.

In general, the XDM dispersion coefficients span a modest range for a given element, with

coefficients of variation that range from 0.01 for fluorine to 0.11 for oxygen and nitrogen.

This suggests that, for organic compounds, variations in the chemical environment of an

atom do not drastically affect the strength of its dispersion interactions (although this is not

the case for metals15 and for changing oxidation states23). Thus, physically-realistic force
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fields should only have moderate deviations from the average dispersion coefficient for each

element. The comparisons of the force-field and XDM homoatomic dispersion coefficients

are discussed for each element throughout this section.

Table 2: Average values of the homoatomic C6 dispersion coefficients, grouped by element,
for the compounds in the Virtual Chemistry test set. The breadth of the distribution of
dispersion coefficients for a given element is indicated by its standard deviation. For the
XDM values, this represents the spread of dispersion coefficients for an element due to the
variety of chemical environments in the test set. For the MM models, this reflects that
various atom types with different Lennard-Jones parameters are used to represent the same
element.

Element XDM CGenFF GAFF OPLS
H 2.5± 0.2 1.7± 0.7 1.2± 0.5 1.7± 0.7
C 22.0± 1.3 40.4± 9.1 44.4± 5.2 39.4± 9.8
N 15.9± 1.8 44.3± 20.9 58.2± 0.0 59.6± 6.1
O 12.6± 1.4 34.6± 16.7 43.7± 6.2 38.3± 7.2
F 8.2± 0.1 9.9± 0.8 16.3± 0.0 9.9± 0.8

S(II) 91.8± 2.6 212.7± 54.4 149.0± 0.0 205.9± 55.5
S(IV) 58 208 145 149
Cl 70.8± 1.5 154.0± 3.8 135.0± 0.0 135.0± 0
Br 134.2± 2.2 238.0± 0.0 356.0± 0.0 238.0± 0

3.2.1 Hydrogen

The force-field dispersion coefficients for hydrogen atoms are systematically underestimated

relative to the XDM values. As shown in Table 2, the average XDM C6 coefficient for

hydrogen atoms is 2.5 a.u., which is higher than the averages of 1.7 a.u., 1.2 a.u., and 1.7

a.u. for the CGenFF, GAFF, and OPLS force fields, respectively. As hydrogen atoms have

relatively weak dispersive and repulsive interactions in comparison to their parent atoms,

Lennard-Jones parameters of hydrogen atoms are sometimes assigned somewhat arbitrary

parameters or are even neglected in some cases.

XDM calculates atom-in-molecule dispersion coefficients by using the Hirshfeld56 method

to partition the molecular electron density into atomic regions, although the choice of parti-

12



(a)

C
Br
Cl
F
H
N
O
S

C
6

C
G

en
F

F
 (

a.
 u

.)
0

100

200

300

400

C6 XDM (a. u.)
0 50 100 150 200 250 300

C
Br
Cl
F
H
N
O
S

(c)

C
6

O
P

LS
 (

a.
 u

.)

0

50

100

150

200

250

300

C6 XDM (a. u.)
0 50 100 150 200 250 300

C
Br
Cl
F
H
N
O
S

(b)

C
6

G
A

F
F

 (
a.

 u
.)

0

100

200

300

400

C6 XDM (a. u.)
0 50 100 150 200 250 300

Figure 3: Correlation between the homoatomic dispersion coefficients of the (a) CGenFF,
(b) GAFF, and (c) OPLS force fields and XDM. Each point represents a unique atom from
the Virtual Chemistry set.
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tioning scheme is somewhat arbitrary. Partitioning of the electron density between hydrogen

atoms and their parent atoms is particularly sensitive to the method used. The choice of

the Hirshfeld method causes the hydrogen atoms to account for a greater portion of the

molecular dispersion interactions than do the force fields. Newer methods, like the Iterative

Hirshfeld Method,57 could yield hydrogen C6 dispersion coefficients closer to the force-field

values. The net dispersion interaction for an atom and its bound hydrogens is more con-

sistent between different partitioning schemes. These grouped dispersion coefficients also

show a systematic overestimation of dispersion coefficients by the force-field models (see

Supporting Information).

3.2.2 Carbon

Carbon atoms have sizable dispersion coefficients due to their high polarizability (〈C6,XDM〉 =

22.0±1.3 a.u.). Bonding partners have the largest effect on the dispersion coefficient of carbon

atoms. As shown in Figure 5, the XDM dispersion coefficient of the electron-poor tertiary

carbon of t-butylamine is particularly low, with a value of 18.7 a.u. At the other extreme,

the β-carbon of 1,1-dichloroethene has a C6 coefficient of 25.6 a.u.

Cl

Cl

25.6

24.9

70

70

NH2
17.4

18.7

16.4

Figure 5: The atomic XDM dispersion coefficients (blue, a.u.) for electron-rich carbon
atoms, such as those in 1,1-dichloroethene, and those of electron-poor carbon atoms like
t-butylamine.

The force fields all overestimate the majority of the carbon dispersion coefficients, with

the average values roughly a factor of two higher than the XDM values (Table 2). Moreover,

the force fields give a much larger range of dispersion coefficients for carbon than obtained

with XDM. The CGenFF force field shows a particularly broad range; the lowest C6 value
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is 19.0 a.u. for methyl-group carbons (atom type CG311) and the highest is 65.4 a.u. for

carbonyl carbons (atom type CG2O1). Of the three force fields, GAFF has the most narrow

range of C6 coefficients for carbon, but still gives a standard deviation of σ = 5.2 a.u.

compared to σ = 1.3 a.u. with XDM.
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H
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Figure 6: Examples of XDM dispersion coefficients (a.u.) for methyl-group carbon atoms.
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21.2 10.7

anisole

furanpyrrole

Figure 7: Examples of XDM dispersion coefficients (a.u.) for carbon atoms in aromatic
systems.

Conversely, within some force-field carbon atom types, the XDM dispersion coefficients

show significant variation. For instance, the CGenFF CG331 atom type represents all methyl

16



groups. This type includes the electron-deficient methyl group of N-methylformamide, which

has an XDM dispersion coefficient of 20.8 a.u. (Figure 6). At the other extreme, the XDM-

computed dispersion coefficient is 23 a.u. for carbons bound to bromine or sulfur, as in

dimethyl sulfide or bromoethane. The XDM dispersion coefficients also span a significant

range for aromatic carbons (Figure 7), such as those represented by the CGenFF CG2R61

atom type. The computed XDM coefficients for this atom type range between 21.5–25.5

a.u. The dispersion coefficients of carbon atoms in electron-rich heteroaromatics, like furan

and pyrrole, range between 24–25 a.u., which is incrementally higher than the value of 23.6

a.u. calculated for benzene. There is also a significant variation in the C6 coefficients of

aromatic carbons due to substituent effects. For example, the ipso carbon of anisole has a

C6 coefficient of 21.9 a.u., but the para-carbon has a dispersion coefficient of 23.8 a.u. As

force fields use the same dispersion coefficients for all atoms of the same type, the calculated

strength of interatomic dispersion interactions could be in error by up to 10% due to the use

of atom types.

3.2.3 Nitrogen

XDM predicts nitrogen atoms to have dispersion interactions of moderate strength, with an

average C6 coefficient of 15.9 a.u. Nitrogen atoms have one of the broadest distributions of C6

coefficients for this test set; electron-poor amide nitrogens have particularly low dispersion

coefficients (e.g. 13.4 a.u. in N-methylformamide), while electron-rich alkyl nitrogens have

high dispersion coefficients (e.g. 17.2 a.u. in ethane-1,2-diamine). The XDM dispersion

coefficients for these molecules are presented in Figure 8.

NH2
H2N
17.2

20.8

20.8

N
H

O
20.8

13.4
15.4

23.7

17.2

Figure 8: Examples of XDM dispersion coefficients (a.u.) for an electron-poor amide nitrogen
(N-methylformamide) and an electron-rich amine nitrogen (ethane-1,2-diamine).
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The dispersion coefficients for nitrogen atoms are systematically overestimated by the

GAFF and OPLS force fields, which give average C6 values of 58.2 a.u. and 59.6 a.u., respec-

tively. The CGenFF coefficients for amines are somewhat closer to the XDM values (12–34

a.u for CGenFF vs 14–17 a.u. for XDM), but the coefficients for amide nitrogens (i.e., NG2S0,

NG2S1, NG2S1, NG2S2, and NG2S3 atom types) are assigned an anomalously large value

(74.5 a.u.). The XDM coefficients for these atoms are actually lower than the average for

nitrogen atoms, ranging from 12–15 a.u. The CGenFF amide-nitrogen parameters are shared

with the protein backbone of the CHARMM36 force field.58 The Lennard-Jones parameters

for these amide nitrogens were adjusted to provide more accurate backbone hydrogen bond-

ing, but this appears to have caused the C6 dispersion coefficient to be anomalously high.

Although this modification of the Lennard-Jones parameters may describe the energetics

of short-range interactions more accurately, the long-range dispersion interactions will be

overestimated as a result.

3.2.4 Oxygen

The XDM C6 coefficients for oxygen are generally smaller than those of carbon and nitrogen

(〈C6,O〉 = 12.6 a.u.) and span a fairly narrow range of values (σO = 1.4 a.u.). Electron-

rich carbonyl oxygens have coefficients in the 13–15 a.u range, while alcohols have smaller

coefficients, between 12–12.5 a.u. The oxygen C6 parameters from the three force fields

are considerably larger than the XDM values. CGenFF has the smallest oxygen dispersion

coefficients, with an average of 34.6 a.u. Carbonyl and ether oxygens are only moderately

overestimated (C6 < 30 a.u.), but the coefficients for alcohols are 4–5 times larger than

the XDM values (e.g., 53.9 a.u. for OG311). The average C6 coefficients of the GAFF and

OPLS force fields are systematically higher than the XDM values across most oxygen atom

types, by factors of 3.5 and 3, respectively. For these force fields, the strengths of dispersion

interactions for oxygen atoms are similar to those for carbon atoms, despite oxygen’s much

lower polarizability.
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3.2.5 Sulfur

For sulfur, results for the II and IV oxidation states will be considered separately due to the

large effect of oxidation state on C6 dispersion coefficients.23 The average XDM dispersion

coefficient for S(II) atoms is 91.8 a.u. and the standard deviation is 2.6 a.u. The coefficient

averages for CGenFF and OPLS models are overestimated by more than a factor of two

and the range of values are extremely large, with standard deviations of 54.5 and 55.5

a.u., respectively. For the CGenFF force field, this is because of the difference between the

disulfide and sulfide atom types; the SG301 atom type (C–S–S–C) has a dispersion coefficient

of 209 a.u, while the SG311 atom type (SH, –S–) has a dispersion coefficient of 268 a.u.

Sulfolane is the only compound in the test set where the sulfur atom is in the IV oxidation

state. The XDM C6 coefficient for this atom (58 a.u.) is significantly lower than for the S(II)

atoms. The CGenFF and OPLS force fields assign the S(IV) atom type (SG302) a dispersion

coefficient of 208 a.u., which is lower than for S(II), although it is still overestimated relative

to XDM. The GAFF force field assigns S(IV) the same Lennard-Jones parameters as S(II).

Given that the sulfur dispersion coefficients are very sensitive to the oxidation state, several

distinct sets of Lennard-Jones parameters should be determined for this element.

3.2.6 Halogens

Fluorine has a small XDM dispersion coefficient (〈C6,F 〉 = 8.2 a.u.), consistent with its

low atomic polarizability. The standard deviation of these values is small (σ = 0.1 a.u.),

suggesting that a single set of Lennard-Jones parameters are appropriate for fluorine atoms

in organofluorines. The fluorine CGenFF and OPLS force-field dispersion coefficients are in

reasonable agreement with the XDM values, although the dispersion coefficients for GAFF

are roughly double the XDM value.

Chlorine has a large average XDM dispersion coefficient (〈C6〉 = 70.8 a.u.), but also has

a relatively small standard deviation (σ = 1.0 a.u.). The force-field dispersion coefficients

for chlorine are much larger than the XDM values. The GAFF and OPLS force field share
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Lennard-Jones parameters for chlorine, so their C6 coefficients are also the same (C6 = 135

a.u.), while the CGenFF force field assigns even larger values (〈C6,Cl〉 = 154 a.u.).

Bromine has the largest XDM dispersion coefficients in the test set (〈C6〉 = 134 a.u.). The

bromine dispersion coefficients are overestimated by all three force fields. In particular, the

GAFF force field grossly overestimates the strength of the bromine C6, with an average value

of 356 a.u. The performance of GAFF for the physical properties of organobromine liquids

is notably poor, suggesting that the GAFF Lennard-Jones parameters are not physically

realistic. Adluri et al. showed that the GAFF model for bromomethane could be improved

by reparameterizing the Lennard-Jones terms for Br.55

3.3 The Drude Force Field

The Drude force field incorporates the effect of induced polarization by adding charged

“Drude” particles that are harmonically tethered to their parent atoms.59 This model uses

a Lennard-Jones potential to represent dispersion interactions, although the parameters for

these models generally need to be refit so that they are appropriate for molecules interacting

through different Coulombic-interaction terms that are present in polarizable force fields.

To evaluate the dispersion parameters of the Drude model, the XDM dispersion coefficients

were calculated for 73 molecules from the July 2015 revision of the Drude force field. The

correlation between the Drude and XDM C6 coefficients is presented in Figure 9.

The correlation between the XDM and Drude molecular C6 coefficients is poorer than for

the non-polarizable models; the regression coefficient is 1.67 and the coefficient of determi-

nation is 0.81 (Figure 9 (b)). The distribution of atomic dispersion coefficients for the Drude

force field is extremely wide, with values ranging from 20 a.u. to more than 100 a.u. for

some C, N, and O atom types (Figure 9 (a)). The dispersion coefficients for sulfur, spanning

between 200 and 300 a.u., are also overestimated by a large margin. As with the non-

polarizable force fields, the systematic overestimation of the dispersion coefficients is likely

due to neglect of higher-order C8 terms and premature truncation of the dispersion-energy

20



R2 = 0.81
y = 1.67 x

Σ 
C

6 
D

ru
de

 (a
.u

.)

0

2000

4000

6000

8000

Σ C6 XDM (a.u.)
0 2000 4000 6000 8000

C
H
N
O
S

C
6 D

ru
de

 (a
. u

.)
0

50

100

150

200

250

300

C6 XDM (a. u.)
0 50 100 150 200 250 300

(a)

(b)

Figure 9: (a) Correlation between the homoatomic dispersion coefficients calculated using
the Drude force field and XDM. Each point represents a unique atom from the test set of
molecules available in the current version of the Drude force field. (b) Correlation between
the Drude and XDM molecular C6 dispersion coefficients. Each point represents a single
molecule of the test set.

summation.

The poor correlation between Drude and XDM dispersion coefficients is exacerbated by

five atom types where the force-field dispersion coefficient is several times larger than the

corresponding XDM value (Table 3). Atypically large Lennard-Jones ε parameters have

been assigned to these atoms. For example, atom type ND2R5D, which represents the

nitrogen at the 9 position of purines, has an ε parameter of −0.23 kcal/mol, which is a

factor of 2 larger than is typical for nitrogen atom types. The procedure that determined

these parameters included unconventional target data, such as QM interaction energies and
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lattice energies.60–62 These terms are less sensitive to the Lennard-Jones parameters than

traditional parameterization target data, like the density or enthalpy of vaporization, so it

is possible that the parameters were over-fit. Imposing constraints on the Lennard-Jones

parameters to ensure that the C6 coefficients are in the typical range for each element would

be a simple way of avoiding parameters that cause the long-range dispersion interactions to

become unrealistically large.

Table 3: Homoatomic dispersion coefficients (in atomic units) for Drude atom types where
the force-field C6 is much larger than the corresponding XDM value.

Atom type Environment XDM Drude
CD31FA C1 carbon of carbohydrates 19.8 110.1
ND2R5D GUA/ADE 5-member ring 13.4 128.7
OD2C2B carboxylate O, anionic phosphate, lipids 12.0 103.2
ND2A3 amide, tertiary DMA 12.5 131.7
SD31A alkyl thiol sulfur 96.4 298.5

3.4 Water Models

One of the most common applications of generalized force fields is to simulate organic solutes

in an aqueous solution. A wide range of water models are available, including models with

charges at the three atomic centers (e.g., TIP3P), models with an off-center charge (e.g.,

TIP4P), and polarizable water models (e.g., SWM4-NDP). The generalized force fields eval-

uated here are typically used with the TIP3P water model. The TIP3P model overestimates

the dielectric constant and diffusivity of water,63 so there has been interest in adopting water

models that describe the properties of water more accurately. To describe solvation properly,

the dispersion coefficients of the water model must be balanced with those of the solute force

field. The C6 dispersion coefficients for 11 popular water models are presented in Table 4.

A molecular C6 coefficient for H2O of 45.4 a.u. has been estimated by Zeiss and Meath

using photoabsorption and high energy inelastic scattering experiments.64 XDM is in close

agreement with this value, with a predicted C6 coefficient of 45.8 a.u. The TIP3P, TIP3P-FB,
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SPCE, OPC3, TIP4P, and TIP4P-Ew water models have C6 coefficients that are close to the

experimental value, ranging from 43 to 49 a.u. The TIP4P-FB, TIP4P/2005, and SWM6-

NDP models modestly overestimate the dispersion coefficient, ranging from 50–55 a.u. The

SWM4-NDP and TIP4P-D models overestimate the C6 coefficient by a large margin, with

values of 63.7 and 65.3 a.u., respectively.

Our analysis of the molecular C6 coefficients of the generalized force fields in Section 3.1

indicated that the dispersion interactions are systematically overestimated in comparison to

the predictions by XDM. In contrast, many of the water models used in combination with

these force fields have dispersion coefficients that are comparable to the water dispersion

coefficient calculated by XDM or determined experimentally. This suggests that the coef-

ficients for the dispersion interaction between TIP3P-model water and a solute described

using one of these generalized force field could be unbalanced. Best et al. found that water–

protein interactions were predicted to be too strong and had to be attenuated to describe

intrinsically disordered proteins correctly.65

Table 4: Molecular C6 coefficients for various molecular-mechanical water models that in-
clude a Lennard-Jones 12-6 potential to represent dispersion. The XDM value was calculated
for a single gas-phase water molecule using PBE0/aug-cc-pVTZ.

Water model C6 (a.u.) Ref.
TIP3P 43.2 66
TIP3P-FB 46.6 67
SPCE 45.4 68
TIP4P 44.3 66
TIP4P-Ew 47.4 69
TIP4P-FB 52.3 67
TIP4P/2005 53.4 70
TIP4P-D 65.3 71
OPC3 48.5 72
SWM4-NDP 63.7 73
SWM6 50.3 74
XDM 45.8 this work
exptl. 45.4 64
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3.5 Force Field Development using XDM-Derived Dispersion Co-

efficients

To test if XDM-derived C6 coefficients can be used to parameterize a molecular-mechanical

force field, we developed new Lennard-Jones parameters for benzene, toluene, cyclohexane,

n-pentane, and n-hexane using XDM data. The internal energy terms and atomic charges

of the CGenFF force field models of these molecules were used without modification, but

the atomic Lennard-Jones parameters were selected such that the molecular C6 dispersion

coefficient is near the XDM value.

To perform the fitting for benzene, toluene, and cyclohexane, a 4-dimensional grid of εH ,

σH , εC , and σC was considered for each unique C–H pair of CGenFF atom types (see Table 6).

The LJ parameters for the sp2 carbons and bonded hydrogens for benzene were transferrable

to toluene and, as such, only the additional parameters for the methyl-group atoms were fit

to the toluene reference data. Parameter sets yielding a molecular dispersion coefficient that

deviated from the XDM value by more than a given threshold were discarded (see Table

6). Molecular dynamics simulations were performed using the remaining parameter sets to

calculate the density and enthalpy of vaporization of the liquid. Dispersion interactions

were calculated using the LJ-PME method so that long-range dispersion interactions were

included.52 The enthalpy of vaporization was calculated from the average potential energy

the liquid simulation,

∆Hvap = RT + 〈Vpot〉gas − 〈Vpot〉liquid. (7)

The final, optimum parameters were those that yielded the lowest deviation from experiment

based on the target function,

δ(σ, ε) =

(
ρexptl. − ρcalc

ρexptl.

)2

+

(
∆Hvap,exptl. −∆Hvap,calc

∆Hvap,exptl.

)2

, (8)

The parameters for the linear alkanes were determined by the same XDM-constrained

24



parameterization procedure, but only the top 5 parameter pairs from the search for the anal-

ogous sp3 carbon atom types from cyclohexane and toluene were considered. This procedure

successfully identified effective parameters from only 25 MD simulations of trial parameters.

The original and new parameters for all molecules are included in Supporting Information.

Both the density and enthalpy of vaporizations predicted using the new parameters are in

good agreement with the experimental values and are in better agreement than the original

CGenFF parameters in some cases (Table 5). This is particularly true for the enthalpy of

vaporizations. Between 95–98% of potential parameters combinations were excluded by the

XDM criteria, making this approach much more efficient than a traditional grid search of

the Lennard-Jones parameter space. This suggests that XDM molecular dispersion coeffi-

cients can provide bounds for Lennard-Jones parameters that limit the parameter space to

physically-realistic values.

Table 5: Physical properties of 5 different liquids calculated using the original CGenFF force
field and a reparameterized force field (FF-XDM). Units are kg/m3 and kcal/mol for density
(ρ) and enthalpy of vaporization (∆Hvap), respectively.

Compound FF-XDM CGenFF Exptl.
ρ ∆Hvap ρ ∆Hvap ρ ∆Hvap

benzene 869 33.6 861 28.5 876 33.9
toluene 872 38.3 864 46.7 865 38.1
cyclohexane 766 31.8 783 35.3 778 32.0
n-pentane 621 20.6 628 11.9 626 26.2
n-hexane 667 34.05 666 27.91 655 31.51

4 Conclusions

The XDM method was used to calculate the C6 dispersion coefficients of 88 molecules from

the Virtual Chemistry test set. These density-functional-theory-derived dispersion coeffi-

cients were compared to dispersion coefficients defined through the Lennard-Jones potential

parameters of the CGenFF, GAFF, and OPLS molecular-mechanical force fields.

25



Table 6: Parameterization space for Lennard-Jones parameters of dispersion-bound liquids.
The range of Lennard-Jones σ and ε parameters in the search for each atom type is given. 10
parameters in that range were evaluated, yielding 10000 potential parameter combinations.
The percentage of parameter combinations eliminated by the XDM criteria and the allowable
deviation of the force field molecular C6 from the XDM value are also given.

Compound Atom σ range ε range Parameter space XDM deviation
type (Å) (kcal/mol) reduction (%) threshold

benzene CG2R61 [3.380, 3.720] [0.214, 0.372]
94.86% 5%HGR61 [2.250, 2.590] [0.047, 0.204]

toluene CG331 [3.553, 3.753] [0.279, 0.374]
98.69% 1.5%HGA3 [2.288, 2.488] [0.053, 0.148]

cyclohexane CG321 [3.481, 3.681] [0.187, 0.282]
98.11% 1%HGA2 [2.288, 2.488] [0.099, 0.194]

All three force fields systematically overestimate the molecular dispersion coefficients

relative to XDM. The empirical parameterization process likely led to anomalously high

C6 dispersion coefficients due to the neglect of long-range dispersion interactions, higher-

order dispersion terms, and induced electronic polarization. Next-generation force fields

that account for these terms may return more realistic C6 dispersion interactions. Improved

model for five organic liquids were successfully developed, demonstrating that it is possible

to define accurate force fields with physically-realistic C6 dispersion coefficients while using

the standard form of the force field. This procedure can also dramatically reduce the cost

of the parameterization by reducing the number of putative parameters to the small subset

that are consistent with the XDM-derived dispersion coefficients.

Molecular-mechanical force fields use the same dispersion interaction parameters for all

atoms of the same type. In some cases, the XDM dispersion coefficients spanned a significant

range of values for atoms of the same type, indicating that the Lennard-Jones parameters are

not optimal for some atoms. This is particularly true for the GAFF and OPLS force fields,

which have fewer variants of Lennard-Jones parameters than the CGenFF force field. One

example where molecular-mechanical atom typing breaks down are methyl carbon atoms in

electron-rich versus electron-poor environments, which XDM predicts to have significantly
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different dispersion coefficients. The introduction of new atom types motivated by groupings

of C6 values may improve the accuracy of force-field models.

The Drude polarizable force field displayed an even poorer correspondence with the XDM

C6 coefficients than the three non-polarizable models. Several atom types in the Drude force

field have dispersion coefficients that are many times greater than the XDM values. It is

possible that the increased number of terms in this force field, due to the incorporation of the

polarizability, cause the parameters to be underdetermined. The parameter-fitting process

could benefit from additional constraints, such as physically-reasonable molecular dispersion

coefficients derived from XDM.

Some standard water models, such as TIP3P, have dispersion coefficients that are very

similar to the XDM and experimental values. Other models, such as TIP4P-D and SWM4-

NDP, overestimate the magnitude of the dispersion coefficient by up to 50%. Thus, the C6

coefficient may be a worthwhile term to consider in the evaluation of water models in order

to ensure the dispersion interactions are physically realistic.

The use of quantum-chemical methods like XDM in the parameterization of dispersion

interactions could provide new opportunities to develop more realistic force fields, as illus-

trated here in the cases of benzene, toluene, cyclohexane, n-pentane, and n-hexane. An

immediate application of XDM will be to validate Lennard-Jones parameters of force fields

to ensure that the molecular and atomic C6 dispersion coefficients do not deviate from the

XDM values by a large margin. XDM also provides an effective means to calculate the C8

and C10 dispersion coefficients, which are currently neglected from conventional molecular-

mechanical force fields. Parameterizing these terms had been impractical because the model

is already underdetermined, but XDM could provide reasonable ab initio values. This sug-

gests a general strategy for parameterizing the non-bonded parameters for force fields, where

XDM is used to assign the atomic dispersion coefficients. The repulsive component could

be derived from a QM potential energy surface, AIMD simulation, topological analysis of

the electron density, or empirical fitting from molecular dynamics simulations of condensed
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states.

5 Appendix A: Conversion of Dispersion Coefficients

The postg XDM code directly reports C6 dispersion coefficients in atomic units. Parameter

files for GROMACS and CHARMM store the dispersion coefficients through the parameters

for the Lennard-Jones potential (Figure 1). In GROMACS, the LJ potential is defined as

ELJ(r) = 4ε

[(σ
r

)12
−
(σ
r

)6]
. (9)

The C6 coefficient, in terms of these σ and ε parameters, is

C6 = 4εσ6. (10)

These LJ parameters are given in terms of kJ/mol for ε and nm for σ. The conversion to

atomic units is

1(kJ/mol)nm6 = 17344.659 a.u. (11)

CHARMM defines the Lennard-Jones potential in terms of the location of the potential-

energy minimum, Rmin, instead of σ.

ELJ(r) = ε

[(
Rmin

r

)12

− 2

(
Rmin

r

)6
]

(12)

= ε
R12

min

r12
− 2ε

R6
min

r6
, (13)

In terms of Rmin, C6 is defined as

C6 = 2εRmin
6. (14)

These LJ parameters are given in terms of kcal/mol for ε and Å for Rmin.1 The conversion
1CHARMM-format parameter files actually store Rmin/2
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to atomic units is

1(kcal/mol)Å6
= 0.07257 a.u. (15)
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