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ABSTRACT: Phosphoinositides are a family of membrane phospholipids that play crucial roles in membrane regulatory 
events. As such, these lipids are often a key part of molecular dynamics simulation studies of biological membranes, in par-
ticular of those employing coarse-grain models because of the potential long times and sizes of the involved membrane pro-
cesses. Version 3 of the widely used Martini coarse grain force field has been recently published, greatly refining many aspects 
of biomolecular interactions. In order to properly use it for lipid membrane simulations with phosphoinositides, we put forth 
the Martini 3-specific parameterization of inositol, phosphatidylinositol, the seven physiologically relevant phosphorylated 
derivatives of phosphatidylinositol. Compared to parameterizations for earlier Martini versions, focus was put on a more 
accurate reproduction of the behavior seen in both atomistic simulations and experimental studies, including the signaling-
relevant phosphoinositide interaction with divalent cations. The models we develop improve upon the conformational dy-
namics of phosphoinositides in the Martini force field and provide stable topologies at typical Martini timesteps. They are 
able to reproduce experimentally known protein-binding poses as well as phosphoinositide aggregation tendencies. The lat-
ter were tested both in the presence and absence of calcium, and include correct behavior of PI(4,5)P2 calcium-induced clus-
ters, which can be of relevance for regulation.

INTRODUCTION 

Phosphoinositides are a small group of glycerophospho-
lipids, derived from the reversible phosphorylation of phos-
phatidylinositol (PI), that account for around 10 to 15% of 
the total membrane phospholipid content of eukaryotic 
cells1. While these lipids are minor components of eukary-
otic biomembranes, research over the last couple of decades 
has established their role as major regulators of cell dynam-
ics and signaling in eukaryotic metabolism. Their impact ex-
tends far beyond the cell membrane, where they take part 
in regulating several processes such as endocytosis/exocy-
tosis1–5, ion channel regulation6–8, cellular signaling1,2 or cy-
toskeleton reorganization1,2,9, impacting downstream pro-
cesses such as cellular proliferation, migration, survival and 
differentiation10. Additionally, as it often happens with 
ubiquitous signaling entities, disorders affecting their me-
tabolism are responsible for several human conditions7 
which can range from neurological disorders7,11 (such as 
Charcot-Marie-Tooth neuropathy) to cancer12,13.  

The core structure of every phosphoinositide lipid is in-
herited from PI. PI is composed of a diacylglycerol con-
nected to a distinctive myo-inositol ring by a phos-
phodiester bond. While there are 9 possible isomers of ino-
sitol, myo-inositol is the isomer most commonly found in 
eukaryotic cells14. It assumes a chair conformation where 

every hydroxyl substituent is at the equatorial position, ex-
cept for the hydroxyl group in the position 2 of the ring (Fig-
ure 1). In forming PI, the hydroxyl group in position 1 of 
myo-inositol takes part in the phosphodiester bond with the 
diacylglycerol backbone. The hydroxyl groups in positions 
3, 4, and 5 of the PI ring can be enzymatically phosphory-
lated in every possible combination, yielding the seven 
phosphorylated phosphoinositide species found in mam-
malian cells (Figure 1): phosphatidylinositol 3-phosphate 
(PI(3)P), phosphatidylinositol 4-phosphate (PI(4)P), phos-
phatidylinositol 5-phosphate (PI(5)P), phosphatidylinositol 
3,4-bisphosphate (PI(3,4)P2), phosphatidylinositol 3,5-
bisphosphate (PI(3,5)P2), phosphatidylinositol 4,5-bisphos-
phate (PI(4,5)P2) and phosphatidylinositol 3,4,5-trisphos-
phate (PI(3,4,5)P3). 

While PI is synthesized in the endoplasmic reticulum and 
then distributed throughout the cell, each of the phosphor-
ylated species has a distinct subcellular distribution within 
subsets of membranes as a result of the localization of spe-
cific PI-kinases and phosphatases that catalyze their local 
formation from PI. Apart from their distinct distributions, 
each phosphoinositide species also establishes distinct in-
teractions with specific binding partners. Phosphoinosi-
tides achieve most of their direct signaling effects through 
interactions between their headgroup and protein partners. 
While many of these are transient, low-affinity interactions 



 

with basic residues within unstructured protein domains, 
high-affinity, specific interactions with specialized domains 
also occur, some of which are able to distinguish between 
phosphoinositide isomers2. Their distinct subcellular local-
ization, combined with the distinct set of interactions estab-
lished with cellular binding partners, grants each isomer 
specific roles and regulatory functions within the cell. 

Additionally, some phosphoinositides and PI(4,5)P2, in 
particular, are able to establish strong electrostatic interac-
tions with divalent cations (Ca2+ and Mg2+), culminating in 
the cation-dependent aggregation into stable phosphoinosi-
tide nanodomains15–17. These are formed at physiological 
concentrations of both lipid and divalent cations, and it is 
likely that some are found constitutively clustered in vivo. 
While these nanodomains are often overlooked, they poten-
tially impact phosphoinositide-protein interactions.  

The wide-range influence of the phosphoinositide family 
has piqued research interest, leading to numerous of exper-
imental and theoretical research studies7. Theoretical stud-
ies, such as molecular dynamics (MD) simulations have the 
potential to provide molecular level structural and dynamic 
insight on complex systems, such as biological membranes, 
that is otherwise inaccessible through experiments. This 
gap in knowledge is particularly evident in the case of phos-
phoinositides, where there is still a considerable lack of un-
derstanding about many of the molecular mechanisms be-
hind their function, such as lateral organization, interac-
tions with binding partners, cation-induced nanodomain 
formation or induction of curvature. 

While MD studies at an all-atom (AA) level of resolution 
of lipid membrane systems can be performed, they are still 
limited by current computational power in terms of attain-
able system size and time scales. Coarse-grained (CG) MD 
models, however, have allowed access to scales of tens-to-
hundreds of nm, and into the millisecond — termed the 
mesoscale — at which many of the phosphoinositide pro-
cesses become of relevance18. The Martini CG model19 is the 
most widely used CG force field for biomolecular simula-
tions20,21 and it has been successfully applied in the model-
ing of a variety of molecular processes — especially, in the 
modeling of biomembrane systems. The large-scale Martini 
simulation of an average mammalian plasma membrane 
model18 stands out as one of the most complex simulation 
to date. Neuronal plasma membrane systems, where phos-
phoinositides are thought to play an important role, have 
also been simulated22. Martini applications extend to phos-
phoinositide–protein interactions, having been able to pre-
dict the location of PI(4,5)P2 binding sites on Kir channels23, 
later confirmed by PI(4,5)P2-bound protein crystal struc-
tures24. 

Martini is based on a four-to-one mapping scheme, mean-
ing that on average, four heavy (non-hydrogen) atoms, and 
associated hydrogens, are represented as a single CG parti-
cle, or ‘bead’. Each bead is assigned a type dependent on its 
underlying chemical nature in terms of polarity and charge. 

1

2

3
4

5

6

OHHO

HO

OH

OH

OH

OHHO

HO

OH

O

OH

PO O-

O

OHO

HO

OH

O

OH

PO O-

O

P

O

O-

O- OHHO

HO

O

O

OH

PO O-

O

P

O

O--O

OHO

HO

OH

O

OH

PO O-

O

P-O

O

O-

OO

HO

OH

O

OH

PO O-

O

P-O

O

OH

P O-

O

O-

OHO

HO

O

O

OH

PO O-

O

P

O

OH-O

P O-

O

O-

OHO

HO

O

O

OH

PO O-

O

P

O

O--O

P-O

O

OH

OO

HO

O

O

OH

PO O-

O

P-O

O

P O-

O

P

O

O--O

OHO-

myo-Inositol

PI PI(3)P PI(4)P PI(5)P

PI(3,4)P2 PI(3,5)P2 PI(4,5)P2 PI(3,4,5)P3

SP1 SP1

SN4a
TC4

Q5

Q5Q5

D

SP1 SP1

SP1
TC4

Q5

D

D

SP1 SP1

SP1
TC4

Q5

DD

SP4 SP1

SN4a
TC4

Q5

D

D

SP1 SP1

SP4
TC4

Q5

D

SP4 SP1

SP1
TC4

Q5

D

SP4 SP1

SP1
TC4

Q5

D

SP4 SP1

SP4
TC4

Q5

SP4 SP4

SP4
TC4

PO4

P3

P4

P5

C3 C1

C2C4

Figure 1. Chemical structures and coarse-grained mapping of the inositol/phosphoinositides parameterized 
in this work. The inositol ring carbon numbering is overlaid on the myo-inositol structure. Atom-to-bead map-
pings are indicated by the colored shapes, with an extra bead assigned to the center of the inositol ring (ring 
beads in blue, phosphate beads in orange). Assigned Martini 3 bead types are indicated for each bead as over-
laid gray text. In the structure of PI(3,4,5)P3, in which all possible beads are present, bead names are indicated 
as bold-italic colored text (following the convention in this text that bead names are typed in italics, to distin-
guish from bead types). 



 

Different interparticle non-bonded potentials are associ-
ated to the interactions between each type, effectively en-
coding a bead’s interaction preferences. Martini molecules 
are then assembled from beads in a building-block fashion, 
employing 2-, 3- and 4-body bonded potentials (for bonds, 
angles, and torsions, respectively) to define preferred con-
figurations — matching known behavior from either exper-
iments or from finer simulation sources — and delimiting 
the overall explorable molecular configuration space. 

Within the Martini philosophy, bead type nonbonded po-
tentials have been parameterized to reproduce thermody-
namic properties of the represented chemical moieties — in 
particular, the partitioning between polar and nonpolar 
phases. It is an underlying assumption that, when bonded 
together, the additive properties of the individual Martini 
beads can overall represent the properties of the entire 
modeled molecule. However, in Martini 2 this was found to 
not hold in specific cases where mappings finer than 4-to-1 
were employed, or when intermolecular bead–bead dis-
tances were very short. This led to a number of non-obvious 
pitfalls20, the most important being the observations that 
some molecules become to hydrophobic or self-interact too 
strongly — in particular proteins20,25–27 and carbohy-
drates20,28, such as phosphoinositides. Indeed, phospho-
inositides included in the pioneering Martini plasma mem-
brane study were found to form dimers and trimers more 
frequently than expected18. 

A new version of the Martini force field, Martini 3, has 
been recently released29. This new implementation of the 
force field addresses the major limitations of Martini 2 by 
including bead types specific for mappings finer than 4-to-
1. The release of the new force field version also greatly in-
creases the discrimination of chemical space by defining a 
larger number of bead types, allowing for more flexibility 
and accuracy when creating new models. Besides expand-
ing the nonbonded landscape, the Martini 3 release also es-
tablishes new guidelines for the bonded parameterization 
of molecules in tandem with the new bead types. In this 
sense, the new Martini release provides a good opportunity 
to revisit, update and improve existing models. 

The Martini 2 parameters for phosphatidylinositol and 
two of its phosphorylated forms were first parameterized 
by Lopez et al.30 using the GROMOS53A6 atomistic force 
field as reference. In this initial effort, headgroup motion 
was left mostly unrestrained, with only one torsion poten-
tial controlling it — and even this potential ended up being 
routinely ignored in production simulations31 as it led to nu-

merical instability at typical Martini timesteps32. Different 
improvements on these Martini 2 parameters have been 
proposed18,22, mostly focused on stabilizing bonded behav-
ior. These approaches are still limited by the Martini 2 non-
bonded insufficiencies and by an overall excessive freedom 
of the inositol ring. 

Figure 2. myo-Inositol Martini 3 CG model properties. SASA (A), inositol c.o.m. vs inositol c.o.m. RDF (C), B22 osmotic coeffi-
cient (D), and inositol log(P) values (E) for several iterations of the inositol CG model as well as the appropriate references. Error 
bars for the B22 measurements (D) represent the standard error of the mean determined from 16 200 ns measurements over the 
course of 3.5 µs (Figure S1). Otherwise, when applicable, error bars represent the standard deviation from 3 independent simu-
lation experiments. Connolly surfaces (B) for 2 iterations of the CG inositol model (c.o.g.-mapped bead distance: red wireframe; 
20% increased bead distance: orange wireframe) as well as the atomistic reference (blue wireframe).  



 

In this work, we parameterize inositol and the 8 phospho-
inositide lipids for Martini 3, using the CHARMM36 atomis-
tic force field as structural atomistic reference. Besides 
compatibility with the rest of Martini 3 landscape, Martini 3 
phosphoinositide models are expected to have more accu-
rate interaction propensities than their Martini 2 counter-
parts. This parameterization effort is also an opportunity to 
expand the covered species to include all relevant phos-
phorylations. Finally, a new take on the parameterization of 
phosphoinositides can aim at better modeling i) their com-
plex structural dynamics33 — a result of large headgroups, 
networks of intra-/inter-molecular hydrogen bonds and 
variable phosphate protonations — and ii) the often over-
looked interaction of phosphoinositides with divalent cati-
ons, which can drive nanodomain formation of physiologi-
cal relevance — especially involving the PI(4,5)P2 head-
group15,17. 

METHODS 

All simulations were run using the GROMACS simulation 
package version 201934 and analyzed making use of in-
house developed Python3 programs using the MDAnalysis 
package35. We also used the IPython36, numpy37, SciPy38, 
scikit-learn39, Voro++40 and matplotlib41 packages for scien-
tific computing in Python. Visualization and rendering of 
the simulations was performed with the molecular graphics 
viewer VMD42. Octanol–water partition free-energies were 
calculated from the individual CG solvation free-energies 
into each solvent, as described elsewhere43. See the Meth-
ods section of the Supporting Information for details on spe-
cific analysis methods. 

Atomistic models. All atomistic models used as the pa-
rameterization targets were simulated using the 
CHARMM3644,45 force field, with the TIP3P water model. All 
topologies used are readily available in CHARMM-GUI46,47. 
The topologies used for each of the parameterization tar-
gets can be seen in SI Material, table S1. 

To validate the parameterization of the inositol molecule, 
simulations were performed of myo-inositol in water, either 
singly or as a solution of eight molecules. For single myo-
inositol molecule systems, the sugar molecule was inserted 
in a 5 × 5 × 5 nm simulation box, which was then fully solv-
ated. As for the multiple myo-inositol system, eight sugars 
were placed in a cubic box and solvated at an 8.0 wa-
ter/sugar (weight/weight) concentration. 

For the lipid membrane systems initial structures were 
all generated, using the CHARMM-GUI membrane builder 
module48–51, by arranging the lipids on a regular array in the 
bilayer (xy) plane. Membranes were built with roughly 240 
lipids per leaflet, which were then solvated by ~11000 wa-
ter molecules. Every system was neutralized and an addi-
tional 140 mM NaCl was added to better represent physio-
logical conditions. 

After initial energy minimization and equilibration runs, 
all atomistic simulations were run at a 2 fs time step. The 
LINCS52 algorithm was applied to constrain all bonded hy-
drogens. Van der Waals forces were switched off smoothly 
from 1.0 to 1.2 nm, and electrostatics were computed using 
particle-mesh Ewald summation53. The particle neighbor 
list was updated using the Verlet list scheme. System tem-
perature was maintained at 310 K by coupling to a Nosé-

Hoover thermostat54 with a 1 ps coupling constant, while 
pressure was coupled to 1.0 bar using a Parrinello-Rahman 
barostat55 (isotropically for aqueous systems, semi-isotrop-
ically for membrane systems) with a 5 ps coupling time. 

All atomistic simulations were run for at least 2 µs and, 
unless otherwise stated, the last 1 µs was used for analysis. 

Coarse-grained models. All coarse-grained simulations 
were modelled using the Martini 3 CG model for biomolec-
ular simulations29. All topologies, other than the ones pa-
rameterized here, are available alongside the force field29. 
Along this text, bead names will be typed in italics, to distin-
guish them from bead types. 

To validate the inositol headgroup, CG simulations were 
performed of a single myo-inositol sugar molecule in water 
as well as of multiple sugars, as done with the atomistic 
models.  

For the lipid membrane systems initial structures were 
built and solvated using the insane.py CG building tool56 by 
arranging the lipids on a regular array in the bilayer (xy) 
plane to obtain roughly 180 lipids per leaflet, solvated by 
roughly 8000 water beads. Larger systems containing up to 
700 lipids per leaflet were also built for characterization of 
inositide lipid properties and Ca2+-induced inositide clus-
tering. Counterions were added to neutralize the systems as 
necessary, plus 140 mM NaCl ionic strength. When testing 
divalent cation aggregation, Ca2+ was added to the systems 
at a 5:1 Ca2+-to-phosphoinositide ratio, by replacing water 
particles and maintaining the system charge neutral by add-
ing Cl- counterions. 

Two different proteins were also studied. Protein struc-
tures were obtained from the Protein Data Bank57 (PDB) 
(PLCδ1 PH domain PDB: 1MAI58, and the Kir2.2 channel 
PDB: 6M8459). All CG protein models were constructed us-
ing Martinize260, with an applied elastic network with a 
bond force constant of 700 kJ/mol and a cut off distance of 
0.8 nm. Side chain corrections were also applied61. Both pro-
teins were placed in lipid membrane systems. The CG model 
of the PH domain was placed in the corner of the simulation 
box with a random initial orientation. The CG model of the 
Kir2.2 channel was positioned roughly as described in pre-
vious simulation studies23,62. 

Nonbonded interactions were cutoff at 1.1 nm and Cou-
lombic interactions were treated using reaction-field elec-
trostatics63 with a dielectric constant of 15 and an infinite 
reaction-field dielectric constant. The particle neighbor list 
was updated using the Verlet list scheme. The v-rescale 
thermostat64 was used with a coupling time of 4.0 ps to 
maintain the temperature at 310 K (unless other tempera-
ture is specified). Constant pressure was isotropically or 
semi-isotropically (in the case of membranes) coupled to 
1.0 bar using the Parrinello-Rahman barostat55 with a relax-
ation time of 16.0 ps. After initial energy minimization and 
pressure/temperature equilibration runs, simulations were 
run at a 20 fs time step.  

All CG systems were run for at least 10 µs and unless oth-
erwise stated the last 2 µs of each simulation were used for 
subsequent analysis. 



 

All developed models are provided as GROMACS-
compatible topology files, as Supporting Information asso-
ciated to this manuscript. Current and future parameter it-
erations can be tracked in the associated GitHub repository 
at https://github.com/MeloLab/PhosphoinositideParame-
ters. 

Results and Discussion 

Our aim was to develop phosphoinositides parameters up 
to date with the new Martini 3 framework, also taking into 
account important phosphoinositide biophysical properties 
not previously accounted for — such as protonation and in-
teraction with divalent cations. An overview of the map-
pings used in this work is given in Figure 1. While previous 
work on Martini 2 phosphoinositides served as inspiration 
for some of our parameterization strategies, the Martini 3 
models in this work were developed from independently 
tuned parameters, following the parameterization guide-
lines for the new Martini 3 force field29. These guidelines call 
for using center of geometry (c.o.g.)-based mapping of at-
omistic structures, taking into account the respective hy-
drogen atoms. CG parameters were fit to corresponding at-
omistic simulations ran with the CHARMM36 force field. In 
additionCHARMM36 has proved to be an excellent model 
for the simulation of phospholipid biological membranes, 
outperforming competing force fields in terms of experi-
mental data reproducibility65. Additionally, the parameteri-
zation of the phosphoinositide models for CHARMM36 has 
been thoroughly described66,67 and these parameters have 
been extensively used for phosphoinositide atomistic simu-
lation studies, both in the presence and absence of divalent 
cations68–71.  

With this in mind, we first revisited the parameterization 
of the core molecule in all phosphoinositide headgroups, the 
myo-inositol sugar. 

myo-Inositol sugar core parameterization 

The bead mapping behind the CG myo-Inositol model fol-
lowed the Martini 3 rules for 4-1 cyclic/branched frag-
ments, assigning a S-bead for each 2 consecutive ring car-
bon atoms and their respective hydroxyl groups (Figure 1, 
myo-Inositol). In our model, carbons 1 and 2, 6 and 5, along 
with, 4 and 3 correspond to the CG beads C1, C2 and C3, re-
spectively. This contrasts with the inositol model developed 
for Martini 230, in which the ring was rotated by 1 inositol 
carbon, meaning that carbons 6 and 1, 4 and 5, and 3 and 2 
represented CG beads C1, C2 and C3, respectively. While 
both mappings are valid within the Martini guidelines, our 
mapping should perform better in PI(4,5)P2 calcium-in-
duced aggregation experiments, as discussed ahead.  

To model the bonded parameters for our CG representa-
tion, AA simulations of an inositol sugar molecule in water 
were used as reference (SI Material, figure S2), with initial 
bonded parameters obtained from the c.o.g.-based mapping 
of atomistic structures, as mentioned above. To confirm that 
the c.o.g.-based mapping accurately reflects the atomistic 
configurations, we compared CG and AA solvent accessible 
surface areas (SASA). This indicates whether the molecular 
volume and shape of the CG inositol molecule is representa-
tive of the corresponding AA structure. The average SASA 
values recovered for the single inositol in water systems 
show a discrepancy of roughly 13% between the initial CG 
model and the atomistic parameterization target (Figure 
2A). While the current version of Martini 3 systematically 
underestimates the SASA29, a 13% discrepancy falls beyond 
a target 10% error margin. Analyzing the Connolly surfaces 
(Figure 2, A) we can see that the CG model (red) is not cap-
turing the behavior of the AA model (blue) accurately 
enough. This is in part because the hexagon-like inositol 
ring is now modeled by a triangular arrangement of CG 
beads, creating a molecular shape mismatch. Additionally, 
as the hydroxyl groups on the myo-inositol ring are mostly 

Figure 3. Phosphoinositide lipid headgroup SASA, Connolly surfaces and APL. Comparison of phosphoinositide headgroup 
SASA values (A) and APL values (B) recovered for the martini 3.0 and AA models. Colors indicate lipid phosphorylation (grey: No 
headgroup phosphates, yellow: mono-phosphorylated, orange: bis-phosphorylated and red: tris-phosphorylated). The y=x relation 
was drawn as a guide. Connolly surfaces (C) were determined from AA and CG mapped structures which were then overlayed on 
top of each other. The AA surface is represented in blue and the CG surface in red. 
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equatorial, they increase the surface area significantly. To 
improve the model, the CG interparticle distances in the tri-
angular arrangement of inositol were lengthened by 20%. 
This reduced the discrepancy between the atomistic and CG 
model to an acceptable 5%, as seen by the recovered SASA 
values as well as the corresponding Connolly surface (Fig-
ure 2A), and was the bonded arrangement used in subse-
quent inositol parameterization.  

myo-Inositol bead type assignment. To assist in our se-
lection of particle types for the myo-inositol model, we set 
up its octanol/water partition as a target. As a starting point 
for inositol, beads types ranging from SP4 to SP6 (from less 
to more polar) were chosen from existing Martini 3 exam-
ples representing ethylene glycol moieties. These beads 
types also roughly correspond to those used by the original 
Martini 2 inositol model30. We ran several octanol/water 
partition simulations of inositols composed of each bead 
type, and compared the results against theoretical predic-
tions by XLOGP3-AA72, ALOGPS73–75 and the ChemAxon Con-
sensus method76,77 (Figure 1E). Experimental values could 
not be found for myo-inositol, possibly because of its strong 
hydrophilicity, which hampers the use of standard log(P) 
determination methods. It is worth noting that while these 
computational predictions can be quite accurate, at extreme 
hydrophilicities/hydrophobicities there can often be large 
disagreements between methods, and between predictions 
and experiments. The theoretical log(P) predictors, 
XLOGP3-AA and ChemAxon yielded log(P) values of –3.7 
and –3.8 respectively, reflecting the strongly hydrophilic 
character of the myo-inositol ring. ALOGPS yielded a some-
what less hydrophilic log(P) value of –2.6. The initially 
tested CG inositol compositions (all SP4, all SP5 or all SP6 
beads) yielded log(P) values between –4 and –5, signifi-
cantly more hydrophilic than any of the predictions. The 

bead choice closest to the predictions was SP4, the least po-
lar tested type, at a log(P) of –4.15. Use of Martini 3 types 
less polar than SP4, that do not typically represent small di-
ols, was avoided since it may compromise the resulting 
transferability within the Martini 3 framework. 

As a further characterization of the suitability of assigned 
bead types, we probed inositol self-interaction in solution, 
comparing CG systems to their atomistic CHARMM36 coun-
terpart in terms of center-of-mass (c.o.m.) inositol–inositol 
radial distribution functions (RDFs; Figure 2C). In these 
RDFs, the position of the first CG neighbor matches that of 
the AA reference. The CG behavior differs, however, in hav-
ing offset second-neighbor peaks, which was already a fea-
ture of the Martini 2 version of the model30. The Martini 3 
models also differ from the AA reference in having a less 
pronounced first-neighbor binding. In this aspect, the more 
polar type (SP6) performs somewhat better. 

Given concerns that atomistic models may overestimate 
self-interaction in sugar molecules78, the second osmotic 
virial coefficient (B22) was also determined and compared 
to experimental values. The B22 coefficient can be used to 
estimate the self-interaction of sugar molecules, where B22 
< 0 indicates net attraction and B22 > 0 indicates repulsion 
between molecules. A B22 value of 0.016 mol·L-1 has been 
determined for myo-inositol79 (Figure 2, D). CG inositol mol-
ecules (Figure 2, D) composed of SP4 beads yielded a B22 
value of 0.228 mol· L-1, indicating a more repulsive behavior 
than expected. The more polar SP6 beads, however, yielded 
a value of -0.098 mol·L-1, indicating a slightly more attrac-
tive behavior than the experimental. Compared to previous 
Martini 2 models, all Martini 3 models tested here yielded 
B22 values much closer to the experimental range. Martini 
2 models of similar sugars have typically overestimated 

Figure 4. Phosphoinositide aggregation in response to calcium. Integrated inositide vs inositide minimum distance RDFs corre-
sponding to the first, second and third local neighbors, for the 8 inositide lipids. These were obtained from systems in the presence 
(red) and absence (blue) of calcium at 300K. The full RDFs are included in the SI Material, Figure S14. Final simulation snapshots of 
the systems are also shown, viewing the top leaflet along the membrane normal, with phosphoinositide lipid headgroups depicted in 
gray, phosphates in orange, and Ca2+ ions in blue. 



 

their aggregation propensity, recovering values which dif-
fer from the experimental values by over one order of mag-
nitude (-1.2 to -2.0 mol·L-1)28. 

Ring-center apolar interaction site. To improve our 
model, we added an additional Martini 3 Tiny-type (T) par-
ticle to the center of the inositol ring — bead C4 — repre-
senting the hydrophobic sugar ring core. A TC4 particle was 
added as a virtual interaction site, constructed in plane as a 
linear combination of the ring particle positions. With this 
strategy, the inositol model consisting of the SP4 ring parti-
cles and the hydrophobic TC4 virtual site yielded the best 
matching of the atomistic and experimental behavior in all 
our tests. While it did not influence the SASA (as the addi-
tional particle is buried in the middle of the ring), it led to 
log(P) values in much better agreement with theoretical 
predictors (log(P) = -3.74), drastically improved inositol 
self-interaction to near atomistic levels (B22 = -0.079 mol·L-

1), and better approximates the atomistic first-neighbor be-
havior in Figure 2C. This myo-inositol model was chosen as 
the basis for subsequent phosphoinositide parameteriza-
tion.  

Besides improving the performance of our model, the 
added T particle helps in avoiding underestimating the mo-
lecular interaction density. Although S particles are called 
for when mapping 4–1 branched or cyclic fragments, they 
must not be overused. As described in the Martini 3 param-
eterization guidelines29, the maximum mismatch should be 
1 non-hydrogen atom for each 10 non-hydrogen atoms 
mapped by CG beads. myo-Inositol has a total of 12 non-hy-
drogen atoms. Given that a single S particle represents 3 CG 
mapped non-hydrogen atoms, the 3 S particles used to map 
the inositol ring only account for 9 non-hydrogen atoms. 
The addition of a T bead in the center of the ring reduces 
this mismatch and helps avoid interaction density issues.  

Phosphoinositide parameterization 

Having finalized the myo-inositol sugar parameterization, 
we moved on to the phosphoinositide family. Phosphoinosi-
tides were parameterized against reference AA counter-
parts modelled with CHARMM36. The atomistic parameter-
ization target systems for our lipid models were bilayers 
containing roughly 250 lipids and composed of 95% POPC 
and 5% of the phosphoinositide of interest. This system was 
chosen over the more common bilayer system containing 
100% of the lipid of interest as it better replicates the phos-
phoinositide physiological and experimental environments: 
all phosphoinositides are minority membrane lipids, and 
most cannot even form stable bilayers at high mol fractions. 
As a control for lipid overparameterization, a test system 
composed by a single lipid of interest in a water box is also 
used. The inclusion of this system reduces parameterization 
bias for specific membrane-only behavior. 

Phosphatidylinositol. The parameterization strategy for 
PI was i) to bind the inositol model to the phosphodiester 
phosphate bead from the standard Martini 3 phosphoacyl-
glycerol topology (using 1-palmitoyl-2-oleoyl lipid tail pa-
rameters), and then ii) to control the headgroup tilt and ro-
tation by means of appropriate angle and dihedral poten-
tials. All of the inositol headgroup particle types were inher-
ited from the standalone topology, except for the C1 bead, 

which was changed from SP4 to SP1 to reflect the loss of po-
larity because one of its hydroxyls now takes part in the 
phosphodiester bond with the phosphate in the PO4 bead. 

It should be noted that the used phosphoacylglycerol top-
ological basis may be subject to optimization in the future, 
as the full potential offered by Martini 3 is realized. Our pa-
rameterization takes that into account, and, for added ro-
bustness, only involves headgroup bonded terms with the 
phosphate and glycerol moieties. This also ensures optimal 
transferability across Martini 3 phosphoglycerides, which 
differ only in acyl chain composition. 

Regarding the bonded parameters, distances between the 
headgroup inositol ring beads were adjusted as necessary 
to account for slight ring torsions originating from intramo-
lecular hydrogen bonds when inserted onto the lipid diacyl 
glycerol moiety. To control headgroup tilt, an angle poten-
tial and 2 bonds were used. The C2-C1-PO4 angle was used 
to control headgroup tilt with respect to the PO4 bead, while 
PO4-GL1 and PO4-GL2 bonds were used to control PO4 tilt 
with respect to the glycerol backbone. This pair of bonds 
was used in place of the more common PO4-GL1-GL2 angle 
potential as it allowed us to avoid repulsion between the 
PO4 and GL2 particles, and thus better represent the atom-
istic description. With these parameters in place we were 
able to control headgroup tilt and, importantly, the angle 
between the inositol headgroup and the membrane surface. 
To control headgroup rotation, the C3-C2-C1-PO4 and C2-
C1-PO4-GL1 dihedral potentials were put in place. To avoid 
numerical instabilities and thus allow for longer timesteps, 
restricted bending potentials were used in place of the reg-
ular harmonic angle potentials32 when angles that take part 
in dihedral potentials had distributions close to 0 or 180 de-
grees. The remaining lipid parameters are acyl-chain de-
pendent and strictly follow the current Martini 3 lipid pa-
rameters. Our approach closely represented the distribu-
tions obtained from CG-mapped AA lipid bilayer and lipid-
in-solution systems (SI Material, Figure S3). 

Phosphatidylinositol phosphates. With the core PI lipid 
fully parameterized, we were able to use it as a building 
block for the phosphorylated species. Our strategy to add 
phosphorylations to the core PI lipid was to use a single 
bond to the inositol ring, one angle potential and one dihe-
dral potential to control the phosphate position relative to 
the ring plane. When necessary, a weak secondary bond to 
the ring was employed, to overcome intramolecular repul-
sions. This was especially useful when parameterizing the 
polyphosphorylated inositides, where the phosphate beads 
lie closer to the inositol rings than in the monophosphory-
lated inositides (this can be seen for PI(3,5)P2 through the 
smaller P3-C3-C1 angle compared to the same angle ob-
tained for PI(3)P, Figures S4 and S8). For each phosphate, 
the main bond was set matching the respective CG-mapped 
AA distance. When used, the weak secondary bond could be 
adjusted slightly to allow for the correct angle between 
ring–phosphate and ring–ring bonds.  

In the case of polyphosphorylated inositides, there were 
instances where two phosphates lay within interaction 
range of each other. This was often the result of transient 
interactions between adjacent phosphate groups, mediated 
by the last phosphate proton. To avoid repulsion and accu-
rately represent the target behavior, a weak bond was put 



 

in place between them. This was relevant in lipids with ad-
jacent phosphorylations, such as PI(3,4)P2, PI(4,5)P2 and 
PI(3,4,5)P3. 

As was the case with the phosphodiester, the beads that 
took part in the phosphomonoester bonds had their polar-
ity reduced from SP4 to SP1 (or from SP1 to SN4a in the case 
of two phosphomonoester groups bonded to the same 
bead) to reflect the loss of polarity from the hydroxyl group 
that is now taking part in the bond. 

The addition of phosphate groups induced significant ring 
torsions and changes to the headgroup tilt angle due to the 
formation of intramolecular hydrogen bonds with the ring 
hydroxyls and phosphodiester oxygens33. The bonds be-
tween the inositol headgroup beads, as well as the angle and 
dihedral potentials in place were slightly adjusted for each 
lipid to reflect these dynamics. Our approach correctly rep-
resented the distributions obtained from the CG-mapped 
AA lipid bilayer and lipid in solution systems (SI Material, 
figures S4 to S10). 

Headgroup phosphate protonation state. The protona-
tion state of the phosphodiester group is well defined, being 
fully deprotonated at physiological pH (pKa between 1 to 
3)80, and a –1 charge was assigned to it. For phosphatidyl-
inositide mono-phosphates, such as PI(4)P (pKa(P4) = 6.2), 
the monoprotonated form exists at physiological pH, but the 
fully deprotonated form is still the dominant population81. 
Headgroup phosphate beads of the mono-phosphorylated 
lipids were therefore assigned –2 charges. 

The protonation behavior of phosphatidylinositol bis-
phosphates, however, is much more complex. It has been 
shown that the ionization behavior of phosphoinositides 
with adjacent phosphate groups cannot be accurately de-
scribed by a Henderson–Hasselbalch mechanism82. Instead, 

at physiological pH, one proton from the adjacent phos-
phate group dissociates, while the remaining one is stabi-
lized by being shared between the two vicinal phosphomo-
noester groups82. To add to this complexity, it is likely that 
a small, fully deprotonated population also exists82. With 
this in mind, the headgroup phosphate beads of the double-
phosphorylated lipids with adjacent phosphates (PI(4,5)P2 
and PI(3,4)P2) were set at charge –1.5 each, reflecting the 
most common charge state (1 phosphate group fully depro-
tonated with the lasting proton group being mostly shared 
between the 2 groups) when monodispersed and not inter-
acting with other partners. As for the only double-phos-
phorylated lipid that does not have adjacent phosphates, 
PI(3,5)P2, each of its phosphates presents a mostly well-be-
haved Henderson-Hasselbach mechanism82. At physiologi-
cal pH, each of its phosphates is split almost evenly into pop-
ulations of mono-protonated and fully deprotonated spe-
cies. For this reason, each phosphate bead was set at charge 
–1.5, as well, reflecting the most common overall charge 
state.  

PI(3,4,5)P3, where the three phosphorylations are adja-
cent, is also a complex case. Its behavior is similar to that of 
the phosphatidylinositol bisphosphate lipids, with protons 
being shared between adjacent phosphates82,83. As such, the 
most common charge state at physiological pH, is to have 2 
phosphate groups fully deprotonated, with the third phos-
phate group mono-protonated and sharing its last proton 
with the adjacent phosphate groups. With this in mind, the 
P3 and P5 phosphate beads of our CG model of PI(3,4,5)P3 
were set at charge –1.3 and the P4 bead was set at –1.4 to 
reflect this behavior. The slightly higher charge for the P4 
phosphate is in agreement with experimental observa-
tions82,83. 

Phosphate particle types. The –1-charged phos-
phodiester phosphate was assigned bead type Q5, in line 

Figure 5. PI(4,5)P2 calcium-induced cluster growth. System area-per-lipid (A), membrane thickness (B), as well as PI(4,5)P2 (C) 
and POPC (D) order parameters during the initial calcium-induced cluster growth stages. These were obtained from 20:80 
PI(4,5)P2:POPC systems containing Ca2+ at a 2.5:1 Ca2+:PI(4,5)P2 ratio at 300 K. The values shown are the running average over the 
course of 50 frames, with the shaded areas representing the running standard deviation. Simulation snapshots at four timepoints 
are also shown, with the same viewpoint and coloring as in Figure 4. 



 

with its charge and with the rest of Martini 3 phospholipid 
headgroups. For the –2-charged phosphate particles, regu-
lar-size D particles — added in Martini 329 for divalent hard 
ions — were used. The –1.5 charged phosphate particles, in 
PI(3,4)P2, PI(3,5)P2 and PI(4,5)P2, were modelled as D par-
ticles as well, as the last proton is very weakly bonded to the 
phosphates, conferring significant divalent character. For 
PI(3,4,5)P3, however, the P3 and P5 phosphates were mod-
elled as Q5 beads, while the P4 phosphate was modelled as 
a D bead. It is worth noting that beads with non-integer 
charges more anionic than –1 are a parameterization edge 
case that was not explicitly included in the Martini 3 model. 
However, Martini 3 was designed to allow the assignment 
of partial charges when representing charge delocalization 
over several beads — a situation somewhat analogous to 
proton sharing between adjacent phosphates. 

Apart from the particle types and charges in our CG 
model, protonation was also taken into consideration when 
building atomistic references. For the mono-phosphory-
lated lipids we opted to use fully deprotonated lipids as our 
target structural reference. In the case of the bis- and tris-

phosphorylated species however, atomistic systems con-
tained semi-protonated lipids, where one of the headgroup 
phosphates is mono-protonated and the other headgroup 
phosphates are fully deprotonated, in all possible combina-
tions. Our parameterizations were then left as flexible as 
possible to allow the lipid to visit all possible conformations, 
allowing for a better representation of the flexibility and va-
riety of conformations that occur in vivo at physiological pH. 

Validation 

Membrane behavior. Having fully parameterized the 
phosphatidylinositol lipid family we then aimed at confirm-
ing that the CG lipids accurately represent expected bio-
physical properties. We started by assessing whether the 
c.o.g-mapping correctly reflected the atomistic headgroup 
volumetry, SASA-wise, as was done for myo-inositol. SASA 
comparisons for each lipid headgroup (from, and including, 
the phosphodiester phosphate) and their respective atom-
istic descriptions are shown in Figure 3A. As phosphoryla-
tion increases, and with it headgroup size, there is a clear 
increase in SASA. This is well recovered by our CG models. 

Figure 6. Effects of temperature and Ca2+ concentration on calcium-induced PI(4,5)P2 clusters. Final simulation snapshots 
obtained from 20:80 PI(4,5)P2:POPC systems containing Ca2+ at 1:1, 2.5:1, or 5:1 Ca2+:PI(4,5)P2 ratios and ran at 298, 310 or 333 K. 
Snapshots from control runs, where the final conformations from the simulations running at 333 K were used to restart the simula-
tion at 298 K, are also shown. The same viewpoint and component colors as in Figure 4 were employed. 



 

Less phosphorylated species, like PI, do slightly underesti-
mate the SASA in the inositol ring region (Martini 3 tends to 
underestimate atomistic SASA values29). This is compen-
sated for by each additional phosphorylation, in that the 
added individual SASA is slightly larger than that of atomis-
tic phosphates (Figure 3C). As such, the bis and tris-phos-
phorylated inositides end up having slightly higher SASA 
than the atomistic model — well within the 10% accepted 
margin and all but PI(3,4,5)P3 within 5% (Figure 3A and SI 
Material, Figure S11). For PI, but not for the other phospho-
inositides, ring distances were increased to recover the cor-
rect SASA behavior, as had been the case for the analogous 
myo-inositol. 

To confirm lipid insertion depth and headgroup surface 
protrusion when inserted into POPC bilayers, we compared 
membrane z axis densities between CG systems and AA ref-
erences (Figure S13). It can be seen that all lipids’ phos-
phodiester group inserts at the same depth as the POPC 
phosphodiester group. This not only matches the atomistic 
reference, but also experimental evidence that indicates 
that this is the preferred depth for PI and PI(4)P84–87. myo-
Inositol rings are slightly more protruded (up to 1 Å) than 
in the AA reference, whereas individual headgroup phos-
phates can protrude up to 2 Å more. Since phosphate–ring 
distances, as well as most of the bonded terms influencing 
inositol tilt relative to the glycerol backbone, are well repro-
duced by our models (Figures S3 to S10) the excessive pro-
trusions may instead result from insufficient headgroup-
glycerol tilt relative to the lipids’ acyl tails. Because we aim 
for our inositol models to be widely compatible with differ-
ent tails, in the general scope of Martini 3 lipids, we re-
frained from introducing specific corrections in this regard. 

To quantify the membrane density of each lipid, their area 
per lipid (ApL) was determined (Figure 3B). Interestingly, 
unlike the SASA, the ApL measured in atomistic references 
does not show a clear dependency on headgroup size or 
phosphorylation. This showcases how phosphoinositides, 
in general, are able to maintain an ApL similar to that of 
POPC in spite of a much larger headgroup. Our CG models 
were able to closely reproduce the atomistic ApL values 
within a 5% discrepancy (SI Material, Figure S12). 

In all, this analysis shows that the overall biophysical 
properties of the phosphoinositides parameterized in this 
work are well represented within the fidelity expected from 
the Martini 3 force field. 

Phosphoinositide aggregation in response to divalent 
cations. A significant portion of phosphoinositide lateral 
organization is dependent on the interaction of these lipids 
with divalent cations. Several phosphoinositides are known 
to undergo cation-dependent aggregation, forming stable li-
pid aggregates. These are formed at physiological concen-
trations of lipid and cations for some of the lipids in the 
phosphoinositide family and it is likely that some of these 
are found constitutively clustered in vivo15–17. As such, it is 
of importance that our models accurately represent this ag-
gregation behavior.  

We tested the response of each phosphoinositide to the 
presence of calcium in a 2.5:1 Ca2+:phosphoinositide ratio 
(Figure 4). These systems were built at a 20:80 inosi-
tide:POPC ratio to mimic the exceptionally high inositide 

concentrations in the local vicinity of phosphoinositide do-
mains. In the systems where calcium is included, phospho-
inositide headgroup phosphates are assigned a charge of –2 
and their bead type changed to D, when applicable. This 
mimics the displacement of the last phosphate proton when 
calcium binds phosphoinositide headgroups. To test phos-
phoinositide aggregation in the absence of calcium, we em-
ployed membranes at a 5:95 inositide:POPC ratio, mimick-
ing monodisperse phosphoinositide conditions.  

The analysis of inositide vs inositide RDFs obtained from 
the minimum distance between headgroups, combined with 
the visual analysis of the structures obtained, proved useful 
in characterizing, and comparing the domains formed by 
each inositide species. In general, the first-neighbor peak in 
these RDFs represent direct inositide–inositide contacts. 
The second-neighbor peaks represent inositide–inositide–
inositide contacts, but, in the case of systems with calcium, 
they mostly represent calcium-linked inositide dimers (i.e. 
inositide–Ca2+–inositide contacts). Further peaks represent 
larger contact chains.  

In the absence of divalent cations none of the parameter-
ized PI lipids self-aggregate (Figure 4). This is in agreement 
with most experimental findings which point at PIs being 
monodisperse in fluid bilayers15,17,88. The monophosphory-
lated inositides showed the most first-neighbor contacts 
compared to the bis- and tris- phosphorylated lipids. This 
hints that the additional bulky phosphates and associated 
negative charge in polyphosphorylated inositides, either in-
creases repulsion between the monodisperse lipids or leads 
to more inefficient stacking of the headgroups, or both. In-
terestingly, the mono-phosphorylated inositides also 
showed increased first-neighbor contacts when compared 
to PI, showing that the added repulsion of the single head-
group phosphate can be compensated for by the establish-
ing of additional interactions. 

In the presence of calcium, however, all inositol lipids ex-
cept for PI quickly undergo very significant cation-induced 
aggregation. This can be clearly seen, both through the final 
simulation snapshots as well as through the integrated 
RDFs (Figure 4). While PI did not form calcium-induced 
clusters, it led to some adsorption of calcium at the phos-
phodiester depth, which led to the formation of PI dense ar-
eas, with no defined structure. This can be clearly seen in 
the simulation snapshots and integrated RDF peaks (Figure 
4). 

We see no significant calcium-induced increase in the 
density of first neighbors among the phosphorylated lipids, 
but we see a large increase in density of second and third 
neighbors, for all inositides. PI(4,5)P2 formed the densest 
calcium-induced nanodomains, with barely any POPC 
mixed in with the inositide. This can be clearly seen by the 
increased density of second neighbors. These domains are 
irregularly shaped, with a lobed morphology and a fairly or-
ganized stacking of the inositol headgroups (Figure S17). 

The mono-phosphorylated inositides, formed less dense, 
irregular domains that contained a significant amount of 
POPC lipids within. These domains also showed much more 
irregular stacking of the headgroups (Figure S17). The 
rough circular shape of these domains led to a significant 
increase of density of third neighbors when compared to 
the other inositides. For PI(3,4)P2, PI(3,5)P2 and PI(3,4,5)P3, 



 

domains formed with density similar to the mono-phos-
phorylated cases, although apparently less localized. While 
PI(3,5)P2 and PI(3,4,5)P3 domains show very little head-
group organization, PI(3,4)P2 domains are slightly more or-
ganized, as was the case with PI(4,5)P2 (Figure S17). 

The observed CG-simulated behavior is roughly in agree-
ment with available experimental results. Calcium-induced 
clusters of PI(4,5)P2 and PI(3,5)P2 have been observed in 
model membranes at physiological concentrations of both 
calcium and lipid, with PI(4,5)P2 inducing larger and likely 
more stable clusters than PI(3,5)P216 (the behavior of 
PI(4,5)P2 is discussed and explored in greater detail below). 
This agrees with the behavior of our Martini 3 bis-phos-
phorylated inositides. On the other hand, when the mono-
phosphorylated PI(4)P was tested in the same experimental 
conditions, no calcium-induced clusters were observed16. 
However, mono-phosphorylated PI species can co-cluster 
with bis-phosphorylated inositides such as PI(4,5)P2, show-
ing that they do have some clustering propensity17. We 
could not find any experimental evidence on cation-induced 
aggregation of PI(3,4,5)P3; however, it is believed that it 
likely does89. As for PI, there is no experimental evidence for 
its cation-induced clustering in model membranes, and it 
has been shown that it does not co-cluster with other inosi-
tide lipids17. This is in agreement with our observation of no 
significant PI aggregation in the presence of calcium. 

Phosphoinositide aggregation and choice of mapping. 
In our models, the inositol sugar mapping is rotated by 1 at-
omistic carbon when compared to the Martini 2 inositol 
mapping, i.e. carbons 1 and 2, 6 and 5, along with, 4 and 3 
correspond to the CG beads C1, C2 and C3 respectively. This 
was done to simplify the modelling of PI(4,5)P2, keeping it 
symmetric with the headgroup phosphate beads bonded to 
separate inositol beads. While both mappings are valid, this 
should slightly improve PI(4,5)P2 self-interactions, as well 
as headgroup packing in cation-induced nanodomains. 

In comparison to our Martini 3 models, the Martini 2 
models lead to much more dramatic aggregation (Figure 
S15), with every phosphoinositide undergoing significant 
calcium-induced clustering. This more intense aggregation 
is likely to be the combined result of several effects: overly 

loose phosphoinositide conformational dynamics, less pre-
cise cation-phosphate interactions, and overestimated 
phosphoinositide self-interactions. The drastic increase in 
first-neighbor density, and the highly organized headgroup 
structure of the domains formed with the Martini 2 models, 
hint that overestimated self-interactions are likely the main 
driver. Such overestimation is one of the main aspects that 
Martini 3 mitigates20,29. 

Characterization of PI(4,5)P2 calcium-induced clus-
ters. PI(4,5)P2 has been shown to tightly bind both calcium 
and magnesium through strong electrostatic interactions 
between the negatively charged headgroup phosphates and 
the divalent ions. These divalent cations can influence 
PI(4,5)P2 lateral organization dramatically, inducing the 
formation of nanodomains. Cation-induced nanodomains 
have been observed in model membranes at physiological 
concentrations of both lipid and cation using fluorescence 
spectroscopy methods15–17 and AFM90. PI(4,5)P2 
nanodomains have also been observed in PC12 cells using 
single-molecule imaging techniques91 92. Additionally, it has 
been shown in fluorescence correlation spectroscopy ex-
periments carried out in Rat1 fibroblasts and HEK cells, that 
the diffusion of PI(4,5)P2 is significantly slower than ex-
pected for free phospholipids, concluding that approxi-
mately two-thirds of PI(4,5)P2 in the inner leaflet of the 
plasma membrane is somehow sequestered93. 

Our Martini 3 PI(4,5)P2 CG model can undergo the for-
mation of these cation-induced clusters in a qualitatively ac-
curate manner, and, in contrast to the other lipids, form 
fairly organized structures. There are no experimental stud-
ies on the structural organization of PI(4,5)P2 within these 
nanodomains, and the little structural evidence available 
comes from atomistic MD studies that do not actually form 
fully assembled PI(4,5)P2 nanodomains, but rather smaller 
aggregates, due to either system size, timescale or force 
field limitations71. 

Figure 5 depicts the formation dynamics of PI(4,5)P2 clus-
ters. At t=0, after minimization and relaxation, a fair amount 
of calcium has already adsorbed onto the membrane sur-
face. A continued decrease in ApL with increasing calcium 
adsorption is observed over simulation time. Also at t=0 we 

Figure 7. PI(4,5)P2 recognition and binding by PLCδ1 PH. PLCδ1 PH domain bound to inositol 1,4,5-trisphosphate as determined 
by X-ray diffraction (PDB: 1MAI58) (A). Martini 3 CG PLCδ1 PH domain bound to PI(4,5)P2 (B). Snapshot of the CG membrane system 
showcasing PH domain membrane recognition and PI(4,5)P2 binding (C). PH domains are depicted in gray, with the PI(4,5)P2 binding 
pocket amino acid residues explicitly shown in blue. POPC is shown as the translucent surface.   

 



 

can already see the formation of the first aggregates, with 
PI(4,5)P2 assembling into small filaments. 

After 25 ns, the filament-like clusters continue to grow, 
and, at 250 ns large 10 lipid filament structures are ob-
served alongside a significant decrease in APL, and an in-
crease in membrane thickness. At this point, these struc-
tures are in qualitative agreement with those found by Han 
et al.94 who, in spite of a significantly different setup (mon-
olayers composed of 100% PI(4,5)P2), observed the for-
mation of stringlike calcium-induced clusters. Han et al. also 
detect a decrease in ApL, in agreement with our findings. 
Other authors have also reported similar cluster structures 
and ApL responses, using atomistic bilayer systems with 
low PI(4,5)P2 concentrations71. 

After 1.5 µs, the PI(4,5)P2 filament-like structures begin 
to coalesce and form the denser, lobed structures. With the 
formation of these structures, we also begin to see a slight 
increase in the acyl-chain order of both PI(4,5)P2 and POPC. 
The ordering of PI(4,5)P2 acyl-chains is also in agreement 
with experimental data95. At longer timescales, the domains 
continue to coalesce (Figure 4, PI(4,5)P2) and these effects 
on the membrane properties are either maintained or fur-
ther magnified by the increase in cluster density (SI Mate-
rial, Figure S18). 

Finally, we tested how the formation of PI(4,5)P2 domains 
responds to varying temperature and Ca2+: PI(4,5)P2 ratio 
(Figure 6). Temperature, up to the tested 333 K, does not 
appear to significantly impact lipid organization. While we 
observe larger clusters at higher temperatures, it looks as if 

it is simply the result of the speed-up kinetics (i.e. higher li-
pid diffusion coefficient). To confirm this, the final confor-
mations from the systems run at 333 K were used to re-start 
the simulations at 298 K. No significant changes to the clus-
ters were observed from lowering the temperature. Both 
PI(4,5)P2–PI(4,5)P2 and PI(4,5)P2–POPC RDFs confirm 
these observations (SI Material, Figure S19), which are also 
in agreement with experimental results95. 

Calcium concentration, however, does influence the for-
mation of PI(4,5)P2 domains in a more complex manner. At 
1:1 Ca2+:PI(4,5)P2 ratio, the clusters formed are not very 
dense, with some room for other lipids to be incorporated. 
When the Ca2+:PI(4,5)P2 ratio is increased to 2.5, clusters 
become much denser and tighter packed. However, a fur-
ther increase in the Ca2+:PI(4,5)P2 ratio to 5, causes clusters 
to become disrupted; while some PI(4,5)P2 filament-like 
structures are still formed, they are sparsely interconnected 
and not very condensed, especially at temperatures below 
333 K. At high calcium concentrations, PI(4,5)P2 head-
groups no longer gain from sharing cations, as there are 
enough ions to fully screen the lipids without bridging lipids 
together. 

PI(4,5)P2 recognition and binding by proteins. A cru-
cial area of phosphoinositide research is their interaction 
with proteins. Phosphoinositide-protein interactions are at 
the base of their downstream cellular signaling, and, as 
such, our models must correctly replicate the experimental 
behavior. To test this, we probed the recognition and bind-
ing of our Martini 3 model of PI(4,5)P2 by 2 canonical 

Figure 8. PI(4,5)P2 recognition and binding to the Kir2.2 channel. PI(4,5)P2 binding site (A) and top view (C) of Kir2.2 bound 
to PI(4,5)P2 as determined by x-ray diffraction (PDB: 6M8459). PI(4,5)P2 binding site (B), top view (D), and PI(4,5)P2 density map 
of Martini 3 Kir2.2 bound to PI(4,5)P2. Kir2.2 channels are depicted in grey, with the PI(4,5)P2 binding pocket amino acid residues 
explicitly shown in blue. PI(4,5)P2 densities are shown in red volume maps, at an isovalue corresponding to at least a 3% occupancy. 

 



 

PI(4,5)P2-binding proteins, the pleckstrin homology (PH) 
domain from phospholipase Cδ (PLCδ1) and an inward rec-
tifier potassium (Kir2.2) channel.  

The isolated PLCδ1 PH domain was found to bind to 
PI(4,5)P2 with high affinity and specificity96,97. In fact, these 
studies provided the first demonstrations of specific PI 
recognition by a PH domain and showed how binding do-
mains recognize specific phosphoinositides in mem-
branes98. PLCδ1 PH domains are still to this day used as ex-
cellent protein models to study PI(4,5)P2-protein interac-
tions and PI(4,5)P2 organization.   

To test whether PI(4,5)P2 recognition by the PH domain 
is in agreement with previous findings, we built membrane 
systems at a 5:95 PI(4,5)P2:POPC ratio and placed a PH do-
main in the corner of the simulation box. Over the course of 
the simulation, the PH domain correctly captured its bind-
ing orientation and probed the surface of the membrane, 
eventually recognizing and binding a PI(4,5)P2 lipid in its 
binding pocket (Figure 7C). The interactions established by 
the Martini 3 model (Figure 7B), are in agreement with 
those established by the X-ray structure of the PH domain 
bound to the soluble headgroup of PI(4,5)P258 (Figure 7A), 
as well as those observed in previous Martini 2 simulation 
studies61,99.  Most of the amino acid contacts that were ob-
served in the X-ray structure were also observed in our 
Martini 3 model (K30, K32, W36, R40, S55 and K57), as well 
as a very similar binding pose (Figure 7A and B). These find-
ings point at a successful PH domain recognition and bind-
ing of PI(4,5)P2. 

Kir channels are tetrameric transmembrane potassium 
channels, composed of identical subunits. These channels, 
were found to be regulated by several lipid species, espe-
cially PI(4,5)P2 which was found to activate mammalian Kir 
channels100,101. Resolved crystal structures of Kir channels 
with bound PI(4,5)P259, as well as previous Martini 2 simu-
lation studies23,62, show a binding pocket from which the 
PI(4,5)P2 headgroup may interact with both the transmem-
brane and cytoplasmic domain, favoring the open confor-
mation.  

To test PI(4,5)P2 binding to Kir channels, an asymmetric 
membrane system was built, composed of fully POPC on the 
upper leaflet and of a 5:95 POPC: PI(4,5)P2 ratio on the 
lower leaflet. A Kir2.2 channel was positioned roughly as 
described in previous simulation studies23,62. Over the 
course of the simulation, PI(4,5)P2 lipids diffused freely and 
converged upon a site common to all subunits (Figure 8D 
and E) which overlaps with the PI(4,5)P2 binding site de-
tected by X-ray crystallography59 (Figure 8C). Indeed, 
PI(4,5)P2 lipids were found bound to the described Kir bind-
ing site (Figure 8B), and established amino acid contacts 
(K189, K186, K188, K183, R78, R80, W79) which are in 
agreement with those observed in the resolved X-ray struc-
ture59 as well as in previous Martini 2 studies23,62.  

The recognition and binding behavior, observed with 
both the PLCδ1 PH domain and the Kir2.2 channel, shows 
that the Martini 3 PI(4,5)P2 model is correctly interacting 
with proteins and replicating experimental findings. While 
other inositide species were not tested, it is safe to assume, 
given the Martini chemical building block approach, that 
they should also be well behaved and accurately replicate 
experimental interactions. 

Conclusion 

In this work we successfully develop and validate Martini 
3 CG topologies for inositol and 8 phosphoinositides. More 
than a simple version update from existing Martini 2 mod-
els, these are models developed independently from their 
Martini 2 counterparts, with greater accuracy and ex-
panded application scope to include, among others, accu-
rate reproduction of cation-mediated phosphoinositide ag-
gregation. This enabled a thorough characterization of cal-
cium-induced PI(4,5)P2 clusters, which showed biophysical 
and structural properties in agreement with available AA 
and experimental evidence. 

The models we develop here were built and tested atop 
the phosphoacylglycerol backbone initially put forth with 
Martini 3. Should that model be refined, phosphoinositide 
behavior could be affected. The parameterization strategy 
we lay out here can then be employed again to adjust the 
phosphoinositide models. In fact, force field development is 
a constantly ongoing effort, as attested to by the recent re-
lease of the significantly improved Martini 3 — even as Mar-
tini 2 enjoys wide application as successful use. Our phos-
phoinositide models should be no exception, and we look 
forward to revisiting their parameterization as CG method-
ologies evolve, as more accurate atomistic models are de-
veloped, and as new experimental data become available.  

 

ASSOCIATED CONTENT 

Extended Methods and Materials providing details behind the 
simulation analysis, as well as additional analysis results on 
phosphoinositide parameterization, calcium-induced aggrega-
tion and characterization of PI(4,5)P2 calcium-induced clus-
ters. martini_v3.0_phosphoinositides_v1.0.itp is a molecule to-
pology description file, in text format compatible with the 
GROMACS software, containing the CG parameters for the Mar-
tini 3 phosphoinositide lipid models developed in this study, 
linked to several acyl-chain profiles, and the soluble inositol 
and phosphoinositide headgroup models derived from the lipid 
topologies. The Supporting Information is available free of 
charge at http://pubs.acs.org. 
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