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ABSTRACT: High-throughput computational catalyst studies are typically carried out using 
density functional theory (DFT) with a single, approximate exchange-correlation functional. In 
open shell transition metal complexes (TMCs) that are promising for challenging reactions (e.g., 
C–H activation), the predictive power of DFT has been challenged, and properties are known to 
be strongly dependent on the admixture of Hartree-Fock (HF) exchange. We carry out a large-
scale study of the effect of HF exchange on the predicted catalytic properties of over 1,200 mid-
row (i.e., Cr, Mn, Fe, Co) 3d TMCs for direct methane-to-methanol conversion. Reaction 
energetic sensitivities across this set depend both on the catalytic rearrangement and ligand 
chemistry of the catalyst. These differences in sensitivities change both the absolute energetics 
predicted for a catalyst and its relative performance. Previous observations of the poor 
performance of global linear free energy relationships (LFERs) hold with both semi-local DFT 
widely employed in heterogeneous catalysis and hybrid DFT. Narrower metal/oxidation/spin-
state specific LFERs perform better and are less sensitive to HF exchange than absolute reaction 
energetics, except in the case of some intermediate/high-spin states. Importantly, the interplay 
between spin-state dependent reaction energetics and exchange effects on spin-state ordering 
means that the choice of DFT functional strongly influences whether the minimum energy 
pathway is spin-conserved. Despite these caveats, LFERs involving catalysts that can be 
expected to have closed shell intermediates and low-spin ground states retain significant 
predictive power. 
 
 
KEYWORDS: Density functional theory, homogeneous catalysis, C–H activation, methane 

conversion, mid-row transition metals, open shell transition metal catalysts 
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1 Introduction 

 Computational chemistry is an essential tool in the understanding of catalytic phenomena 

[1-6] and in the design of catalysts [7-14]. Nevertheless, challenges remain in realizing the goal 

of fully computational predictive catalyst design, primarily related to when approximations in 

modeling the catalytic cycle or in the electronic structure method are suitably predictive. Both 

fundamental studies and high-throughput screens are nearly exclusively carried out with 

approximate DFT using an approximate exchange-correlation functional [6,15]. For 

heterogeneous catalysis, the semi-local (e.g., generalized gradient approximation, GGA) DFT 

functionals used due to the high cost of hybrid exchange in periodic calculations introduce 

numerous limitations [16,17]. Conversely, using hybrids as is common in molecular catalysis[18] 

does not guarantee improved property prediction in molecules or in solids[19,20]. For both 

heterogeneous and homogenous transition metal catalysis, the well-localized (e.g., 3d) 

electrons[17,21,22] make predictions sensitive to the choice of the functional and to the chemical 

composition of the catalytic intermediate.  

 These challenges for computational catalysis arise from the approximations of practical 

DFT that give rise to the twin challenges of self-interaction error or delocalization error [23-26] 

and static correlation error that have been described as a zero sum game [27]. The errors 

associated with approximate DFT in turn affect the predictions of properties relevant to 

computational catalyst design including barrier heights [28], bond dissociation energies [29-33], 

magnetic moments [21,34,16,35], spin-state ordering [35-40], electron affinities [41-43], and 

band gaps [44,23]. It is seldom known a priori what the best functional is to study a particular set 

of catalysts due to differences in types of errors and degree of error cancellation that are known 

to be strongly dependent on catalyst chemistry [35,36,45,46]. While for narrow chemical 
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compositions, it may be possible to tailor a functional to improve errors [47] or develop an 

empirical correction scheme [48], this approach will fail if the exact benchmark (e.g., 

experimental) result is not known or when wider variations in chemistry are studied. As a result, 

the errors introduced by exchange-correlation approximations can strongly influence property 

prediction [49,30,50,26,51-53].  

 As an alternative, both uncertainty quantification and sensitivity analysis have been 

employed. For example, Bayesian inference approaches on established functionals [54-56] or in 

an ensemble of designed functionals [57] have been developed to estimate uncertainty in DFT 

predictions for heterogeneous catalysis [58-60], adsorption energies [61], and magnetic ground 

states [62]. Sensitivity analysis has also been fruitfully employed for understanding sensitivity to 

exchange-correlation functional [45,63-65]. For molecular open shell transition metal complex 

(TMC) catalysts in particular, predictions are known to be strongly sensitive to the degree of 

Hartree-Fock (HF) exchange [39,38,35,63,36]. Predicted properties typically vary linearly with 

admixture of HF exchange, making the evaluation of linearized sensitivities valuable in assessing 

property sensitivity to functional choice [36,66,63,35,67]. This sensitivity analysis has uncovered 

paradoxical behaviors: while HF exchange is expected to increase barrier heights, recent studies 

have revealed it can also paradoxically reduce barrier heights in TMCs [65,63] in a manner that 

has been rationalized in terms of delocalization imbalances between reactants and transition 

states [45].  

 Within computational catalysis, linear free energy relationships (LFERs) are also an 

expedient, widely used approximation. For example, design of catalysts capable of selective 

partial oxidation[68-76] has been shown [77] to be limited in heterogeneous catalysis by a strong 

scaling relationship between the formation of a reactive metal-oxo intermediate and the 
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abstraction of a hydrogen atom from a substrate by the metal-oxo. In addition to reducing the 

number of DFT calculations required by relating catalyst activity to a single descriptor, LFERs 

have also been shown to less sensitive to functional choice than property prediction [78-80]. 

While LFERs are most widely exploited to understand catalyst design limitations in 

heterogeneous catalysis (e.g., for C-H activation [77,81,82]), others have shown they hold in 

some single-site [83] and homogeneous catalysts [84-86]. Nevertheless, the structural flexibility 

and variability afforded by single metal sites in homogeneous TMCs with open-shell metals has 

suggested LFER applicability is more limited here [87,88,14,89,90]. Compounding the 

challenges with interpreting these two competing effects is the extent to which these 

observations could be sensitive to the choice of DFT functional employed in the studies, i.e., 

GGAs for heterogeneous catalysis or hybrids for the molecular studies.  

 For catalysis with a single metal site, a closely related concern is the extent to which HF 

exchange is known to strongly influence the ground state spin. Indeed, when multiple spin states 

are known to be favored by a catalyst [91-94], this can affect fundamental aspects of the 

potential energy surface [95], catalyst kinetics [96], and mechanism [97]. Two state reactivity 

(TSR) [98-100,91] is a fundamental model that has been invoked to explain experimental 

observations of sluggish kinetics in reactions with conserved spin in intermediates. In TSR, it is 

proposed that interconversion between spin states to an excited state with shallow energy barriers 

occurs during catalysis. These observations motivate a better understanding spin-state specific 

reaction barriers for the modeling and design of open-shell TMC catalysts. Nevertheless, this is 

particularly challenging for approximate DFT, as GGAs tend to over-stabilize low spin states 

while hybrid functionals tend to over-stabilize high spin states [21,63,35,16,34]. Thus, slight 

adjustments to the choice of DFT functional could be expected to simultaneously change both 
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the ground state spin and reactivity within a spin state.  

 In this work, we identify and quantify the limitations of choosing a single DFT functional 

while carrying out large-scale screening for catalyst discovery. By employing a data set of over 

1,200 catalyst compositions with numerous open shell metals in multiple spin and oxidation 

states, we also determine the extent to which observations are strongly sensitive to the size and 

diversity of the data set employed. We discuss which observations of catalyst performance, the 

presence and nature of LFERs, as well as spin-state-dependent reactivity are sensitive to both of 

these factors in computational catalyst design. Finally, we conclude with recommendations 

regarding computational catalyst design strategies that will be robust within the limitations of 

using a single, approximate DFT functional.  

2 Reaction Mechanism 

 In this work, we extend upon a previously curated [88]  set of candidate transition metal 

complexes (TMCs) for catalyzing the radical rebound partial oxidation of methane-to-methanol 

[101,88]. We focus on the thermodynamics of a catalytic cycle that consists of four reaction 

steps: metal-oxo formation, hydrogen atom transfer (HAT), radical rebound, and methanol 

release (Fig. 1). As in prior work [88], the reaction energy for metal-oxo (2) formation from the 

resting state (1), ΔE(oxo), is computed with N2O as the oxygen atom source  

ΔE(oxo) = E(2) + E(N2) – E(1) – E(N2O)    

The reaction energy for the abstraction of hydrogen atom from methane to form the metal-

hydroxo moiety (3) and methyl radical (CH3·), ΔE(HAT), is computed as 

  ΔE(HAT) = E(3) + E(CH3·) – E(2) – E(CH4)         

The reaction energy for the radical rebound step, ΔE(rebound), where CH3· recombines with the 
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metal-hydroxo moiety to form metal bound methanol (4) is computed as 

  ΔE(rebound) = E(4) – E(3) – E(CH3·)        

The reaction energy for methanol release that returns the catalyst to its resting state (1), 

ΔE(release), is computed as 

  ΔE(release) = E(1) + E(CH3OH) – E(4)     

At variance with prior work [88], here we compute ΔE(HAT) only with the ferromagnetically 

coupled hydrogen atom and ΔE(rebound) with the antiferromagnetically coupled methyl radical.  

 

Fig. 1 Catalytic cycle for the radical rebound partial oxidation of methane-to-methanol. The 
cycle proceeds clockwise in four steps, starting from the resting state where the metal (M) is in 
oxidation state II/III. The reaction steps are: (a) Formation of metal-oxo M(IV/V)=O (2) from 
resting state M(II/III) (1) with N2O oxidant, (b) hydrogen atom transfer from methanol to form 
metal-hydroxo M(III/IV)-OH (3), (c) methyl radical rebound to form a metal-bound methanol 
intermediate M(II/III)-CH3OH (4), and (d) return to resting state M(II/III) (1) through methanol 
release. The metal (M) is shown in brown, and M=Cr, Mn, Fe, or Co in the catalysts studied in 
this work 

3 Computational Details 

 The catalysts studied in this work extend upon structures curated in Ref. [88]. We briefly 

reiterate their structures and the procedure developed in Ref. [88] followed by the extensions or 

additional considerations in the current work. The present set of 1,207 mononuclear TMCs are 

those for which we have the converged intermediate structures and energies obtained in Ref. [88] 
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for the proposed reaction mechanism (see Sec. 2). These TMCs are formed with four mid-row 3d 

metals (M = Cr, Mn, Fe, Co) in M(II/III) oxidation states with total charge conserved in the 

catalytic cycle. We study all catalysts in up to three spin states: LS doublet for d3 Cr(III), LS 

singlet and IS triplet for d4 Cr(II)/Mn(III), LS doublet and IS quartet for d5 Mn(II)/Fe(III) and d7 

Co(II), and LS singlet, IS triplet, and HS quintet for d6 Fe(II)/Co(III).  

As in prior work [88], all density functional theory (DFT) geometry optimizations and 

single point energy calculations were carried out in a developer version of TeraChem v1.9 [102]. 

Initial structures were generated by molSimplify [103], which uses OpenBabel [104,105] as a 

backend, and calculations were automated with molSimplify Automatic Design (mAD)[106] for 

automated resubmission and geometric health checks. In Ref. [88], all geometry optimizations 

used the hybrid generalized-gradient approximation (GGA) B3LYP [107-109] exchange-

correlation functional and incorporated an empirical D3 dispersion [110] correction with Becke-

Johnson [111] damping. All calculations employed the LACVP* composite basis set, which 

consists of a LANL2DZ effective core potential [112,113] for transition metals, Br, and I, and 

the 6-31G* basis [114] for all the other atoms. Geometry optimizations were carried out in 

translation rotation internal coordinates [115] using the L-BFGS algorithm with default 

thresholds of 4.5 x 10-4 hartree/bohr for the gradient and 1 x 10-6 hartree for changes in the self-

consistent field (SCF) energy. Singlet calculations were carried out in a spin-restricted formalism 

while calculations with all the other spin multiplicities employed a spin-unrestricted formalism. 

Level shifting [116] of 0.25 Ha to all virtual orbitals was employed to aid SCF convergence to 

the default criterion of 3 x 10-5 for the direct inversion of the iterative subspace (DIIS) error. 

In this work, we performed Hartree-Fock (HF) exchange resampling on all intermediates 

and catalysts from ref. [88] that already had successfully converged B3LYP optimizations. The 
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initial work[88] solely computed reaction thermodynamics obtained from gas phase electronic 

energies, neglecting vibrational and other entropic or enthalpic corrections, solvent effects, and 

omitting calculation of transition states, which are all conventions that we extend to the present 

study on the data set from prior work. The exchange-resampling procedure follows the one we 

established previously [117] in which we vary the HF exchange fractions (aHF) from 0.00 to 0.30 

in increments of 0.05 while holding the LDA/GGA exchange ratio fixed [36,46] and reoptimize 

the gas phase structure. As with the original calculations [88], the exchange-resampling 

geometry optimizations were automated with mAD [106] in 24-hour increments with 

resubmissions for up to five additional runs. At each exchange fraction, the structure is 

reoptimized starting from the geometry and converged wavefunction of the prior exchange 

fraction. If one aHF optimization did not converge, calculations with the subsequent aHF value(s) 

were not attempted. This procedure was also carried out for the resting state structures, which are 

modeled as before [11,88] as single point energy calculations on a modified metal-oxo 

intermediate with the oxygen atom removed. We then performed checks of the geometry [88] to 

evaluate the fidelity of the optimized geometry (Table S1). We also filtered calculations for 

significant spin contamination, as judged through deviations of the expectation of the 𝑆2 operator 

from its anticipated value (i.e., S(S+1)) greater than or equal to 1 µB
2. Of the 33,796 catalytic 

intermediates at seven exchange fractions, the vast majority (i.e., 32,243 or ca. 95%) passed both 

filters (Table S2). 

In this work, we computed linearized exchange sensitivities obtained from linear fits of 

the reaction energy as a function of HF exchange for each of the four reaction energies (Fig. 1 

and see Sec. 2). Sensitivities are reported as the change in energy of a reaction step per unit of 

HF exchange (i.e., from 0 to 100%) that we refer to as “HFX”. To ensure that we obtain 
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quantitative linearized sensitivities, we applied a series of constraints and checks to catalysts for 

each reaction step (Text S1). After completing the filtering process for each individual reaction 

step, we performed final checks and obtain a set of 718 catalysts for which we have reaction 

energies for both oxo formation and HAT (Table S3). From this subset, we identified 96 catalyst 

compositions for which the ground state could be determined (i.e., all spin states were 

converged) for all intermediates involved in oxo formation and HAT (Table S4). We determined 

the linearized exchange sensitivities for each spin state for these relevant intermediates following 

the same procedure as for reaction energies. The data set of catalysts (i.e., in any spin state) for 

which we have all four reaction energies contains 358 catalysts (Table S5 and Fig. S1). From this 

set, we identified 22 catalyst compositions for which the ground state could be determined at 

each reaction step and HF exchange fraction (Table S6).  

4 Results and Discussion 

4.1 Hartree-Fock Exchange Sensitivities of Reaction Energies 

 While most computational screening efforts are carried out with a single functional 

[118,81], a prior study from our group [63] of the methane-to-methanol cycle with a model HS 

Fe(II) catalyst with minimal ammonia ligands aimed to understand the magnitude of the effect of 

Hartree-Fock (HF) exchange on reaction thermodynamics. This work indicated a divergent effect 

of increasing HF exchange that made ΔE(oxo) less favorable and ΔE(HAT) more favorable [63]. 

In recent work on a larger set of catalysts using the B3LYP functional (aHF = 0.20) [88], we 

observed distinct reaction energetics for each step with metal, oxidation state, and spin-state, 

motivating us to identify the relationship between reaction energetics and choice of HF exchange 

fraction over this larger set.  

The linearized HF exchange sensitivities for the four reaction steps in methane-to-
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methanol conversion across our large (> 1200 catalyst) set reveals broad trends. We indeed 

observe positive HF exchange sensitivities for most ΔE(oxo) values in the data set, with only a 

small minority (ca. 1%) instead exhibiting negative sensitivities (Fig. 2). The few compounds 

with negative sensitivities for ΔE(oxo) are Co catalysts with strong field ligands (Table S7 and 

Fig. S2). In contrast to ΔE(oxo), all ΔE(HAT) and most ΔE(rebound) energetics exhibit negative 

HF exchange sensitivities, indicating that the ΔE(HAT) and ΔE(rebound) reaction energies 

become more thermodynamically favorable with an increase in HF exchange fraction (Fig. 2). 

The small minority (ca. 2%) of compounds that have positive ΔE(rebound) HF exchange 

sensitivities are Cr, Mn, and Co catalysts with a range of ligand field strengths (Table S8 and 

Fig. S3). Thus for most catalysts, increasing the HF exchange fraction will make ΔE(oxo) less 

favorable and ΔE(HAT) more favorable, in accordance with prior work [63]. Within the case 

study of a model catalyst, the effect of HF exchange on reaction energetics was attributed [63] to 

increased delocalization in the metal-oxo product for oxo formation compared to reduced 

delocalization for the metal-hydroxo bond in HAT, an effect that is likely preserved even across 

a large array of metals and oxidation states.    
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Fig. 2 Normalized histograms of sensitivities, S (in kcal/mol-HFX), from left to right and top to 
bottom: ΔE(oxo), ΔE(HAT), ΔE(rebound), and ΔE(release) reaction steps. The number of 
catalysts, N, for a given reaction step is indicated within the corresponding histogram. A 
representative catalyst, Fe(II)(NH3)4(CO), is shown in the inset with the sixth, axial catalytic 
moiety shown as oxo, hydroxyl, methanol, or none depending on the intermediate. A red asterisk 
near a bar in each pane indicates the sensitivity for the inset catalyst. Hydrogen, carbon, nitrogen, 
oxygen, and iron atoms are shown in white, gray, blue, red, and brown, respectively. The vertical 
gray line indicates a sensitivity of 0. The bin width is 10 kcal/mol·HFX 

Unlike the other three steps, the HF exchange sensitivities for the methanol release step 

are centered near zero, with an equal balance of relatively small (< |40 kcal/mol·HFX|) positive 

or negative values (Fig. 2). Since most functionals used in computational screening have HF 

exchange fractions in the 0.00–0.25 range, this sensitivity corresponds to changing ΔE(release) 

by about 10 kcal/mol over the typical range, which is no more than around 10% of its magnitude 
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spin splitting energies that are highly sensitive to exchange, the average ΔE(oxo) sensitivity of 

75 kcal/mol·HFX and ΔE(HAT) sensitivity of -82 kcal/mol·HFX are both comparable to spin-

splitting sensitivities [46] and to those reported previously on a model Fe(II) catalyst [63]. The 

spread of the distribution for ΔE(HAT) is narrower than for ΔE(oxo) (i.e., standard deviation of 

17 kcal/mol·HFX vs. 24 kcal/mol·HFX for ΔE(oxo)), suggesting that the ΔE(oxo) sensitivity is 

likely to be more dependent on the underlying catalyst chemistry (e.g. metal, oxidation state, spin 

state, and ligand field). For the overall catalytic cycle, optimal functional choice and sensitivity 

to the HF exchange fraction in the functional is thus likely to be dominated by the dependence of 

the first three (i.e., oxo formation, HAT, and rebound) reaction steps. Regardless of functional 

choice, ΔE(release) nevertheless remains the thermodynamic sink of the energy landscape, 

despite strong functional-dependence of the other reaction steps. 

Next, we quantified the origins of the underlying variations of reaction energy sensitivity 

distribution. We recall that for 99% of catalysts, these sensitivities range from 0 to 150 

kcal/mol·HFX for oxo formation and from -150 to 0 kcal/mol·HFX for HAT and rebound 

reaction steps. Within these distributions, we observe limited metal-dependence of sensitivities 

for oxo formation and HAT reaction steps, i.e., metal-grouped mean sensitivities are comparable 

to the overall mean sensitivities for both ΔE(oxo) and ΔE(HAT) (Figs. 2 and 3 and Table S9 and 

Figs. S4–S5). For the rebound step, we instead observe moderate metal dependence, with later 

transition metal (e.g., Fe and Co) catalysts having more negative average sensitivities (by ca. 20-

60%) compared to earlier (i.e., Cr and Mn) catalysts (Fig. 3 and Table S9 and Figs. S4–S5). 

While for HAT there is no apparent difference in sensitivity for M(II) vs M(III) catalysts, some 

dependence is observed for oxo and rebound (Fig. 3 and Table S10 and Figs. S6–S7). 

Specifically, the average sensitivities are larger in magnitude for oxo formation with Mn(III) 
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(i.e., more positive) and for rebound with Mn(III)/Fe(III) (i.e., more negative) compared to their 

M(II) counterparts by ca. 20 kcal/mol·HFX (Fig. 3 and Table S10 and Figs. S6–S7). 

Nevertheless, this trend is specific to those metals, as we observe no difference for Co(II) vs 

Co(III) reaction energy sensitivities for any of the reaction steps (Fig. 3 and Table S10 and Fig. 

S6).  

 
Fig. 3 Stacked histograms of sensitivities, S (in kcal/mol·HFX), from top to bottom and left to 
right: ΔE(oxo), ΔE(HAT), ΔE(rebound), and ΔE(release) reaction energies. All stacked 
histograms are grouped by metals Cr, Mn, Fe, and Co from top to bottom in each pane. These 
histograms are colored by spin state (LS in red, IS in blue, HS in green) and shaded by oxidation 
state (M(II) solid and M(III) translucent). The corresponding legend is in the bottom left pane. 
The vertical gray line indicates a sensitivity of 0 for ΔE(release). The bin width is 10 
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kcal/mol·HFX 
 

Spin-state dependence of reaction energy exchange sensitivities is particularly concerning 

because the spin state can simultaneously be expected to be shifted by HF exchange. Thus, it is 

critical to understand if spin-state and reaction energy exchange sensitivities cooperatively 

amplify functional dependence of reactivity. Notably, for Fe(II) three spin states (i.e., HS, IS, 

and LS) are evaluated in appreciable quantities, whereas for all other combinations, only two 

spin states (i.e., IS and LS) were computed or limited data is available (i.e., for Co(III), see Sec. 

3). We indeed observe spin-state dependence for the sensitivities in some metals/oxidation states 

(e.g., Mn(II/III), Fe(II), and Co(II)) but a limited effect in other (e.g., Cr(II/III), Fe(III), and 

Co(III)) cases (Fig. 3 and Table S11). For Mn catalysts, the spin-state dependence is significant 

for HAT, for example, with IS Mn(II) catalyst sensitivities more negative on average (by ca. 18 

kcal/mol·HFX) than LS Mn(II) catalysts, but we observe no difference for oxo formation or 

rebound with these catalysts (Fig. 3 and Table S11). This effect is also not observed in the 

isoelectronic Fe(III) catalysts (Fig. 3 and Table S11).  

Instead, Fe(II) catalysts behave similarly to Mn(II), with more positive oxo formation 

sensitivities and more negative HAT sensitivities (by ca. 20 kcal/mol·HFX in both cases) for the 

HS states with respect to LS states of the same catalyst (Fig. 3 and Table S11 and Fig. S8). 

Higher sensitivity of higher-spin states is most apparent in the sensitivities of oxo formation and 

HAT for Co(II) catalysts where the IS sensitivity is higher in magnitude than the LS one by ca. 

55 kcal/mol·HFX (Fig. 3 and Table S11 and Fig. S8). Notably, the spin-state dependence of 

sensitivities is not obviously related to the convention of the LS state (i.e., open shell doublet vs 

closed shell singlet), since the spin-state-dependent Mn(II) and independent Fe(III) both have LS 



16 

 

doublets, whereas spin-state-dependent Fe(II) is an LS singlet.  

We analyze the relationship between the ΔE(oxo) and ΔE(HAT) sensitivities to 

understand whether catalysts with increased positive sensitivity in ΔE(oxo) also have increased 

negative sensitivity in ΔE(HAT). Such a trend may be expected since the reaction energy 

sensitivities have been proposed to be correlated to the same measure of metal-ligand 

delocalization (i.e., the bond valence) [63]. Over our larger set, we find that ΔE(oxo) and 

ΔE(HAT) sensitivities are not necessarily correlated, implying that the knowledge of HF 

exchange sensitivity of ΔE(oxo) does not enable the prediction of sensitivity of ΔE(HAT). For 

example, two LS Fe(II) catalysts, Fe(II)(NCS-)4(H2O) and Fe(II)(porphyrin)(pyrrole), have 

different ΔE(oxo) sensitivities (ca. 118 and 49 kcal/mol·HFX) but have similar ΔE(HAT) 

sensitivities (ca. -80 kcal/mol·HFX, Fig. S9). On the other hand, two IS Co(III) catalysts, 

Co(III)(NH3)4(H2O) and Co(III)(CN-)4(H2O), have comparable ΔE(oxo) sensitivities ca. 80 

kcal/mol·HFX but very different ΔE(HAT) sensitivities (-135 and -44 kcal/mol·HFX, Fig. S9). 

These observations are not necessarily at odds with previous observations [63] that positive 

sensitivities correlated to increasing delocalization and vice versa but instead suggest that 

changing ligand chemistry likely alters the delocalization difference in reaction steps 

independently. Thus, functional choice may tune the energetics for one reaction step without 

impacting another, and the optimal choice of functional could vary both by catalyst and reaction 

step.  

4.2 Trends in Oxo Formation and HAT Reaction Energetics 

 The oxo formation and HAT steps are widely studied due to their well-known 

favorability trade-off [77,118,14,81,89,88] that must be optimized to design catalyst candidates 
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for direct methane-to-methanol conversion. Some studies have exploited scaling relations 

between ΔE(oxo) and ΔE(HAT) [77,118,81], whereas others have shown that they can be 

disrupted [14,89,88]. The first set of studies have typically been carried out with a GGA 

functional [81,118,77], whereas the latter set employed the GGA hybrid B3LYP (aHF = 0.20) 

functional [88,14]. Thus, it is important to understand if trends in energetics of oxo formation 

and HAT reaction steps and the nature and applicability of scaling relations are dependent on HF 

exchange. Our analysis of sensitivities for these steps indicates that the catalysts should exhibit 

less favorable ΔE(oxo) and more favorable ΔE(HAT) with increasing aHF. Indeed, we observe 

increasing aHF to simultaneously shift all catalysts to less favorable ΔE(oxo) values and more 

favorable ΔE(HAT) values (Fig. 4). Although these absolute energies change with aHF, the wide 

ranges of reaction energies in the ΔE(oxo) and ΔE(HAT) distributions are not significantly 

exchange sensitive (Fig. 4 and Figs. S10–S13). Thus, observations with hybrid DFT of limited 

applicability of a global scaling relationship between oxo and HAT [14,89,88] hold even at the 

GGA level of theory. This suggests that differences in the observed applicability of global 

scaling relations should be attributed more to the set of catalysts studied than the level of theory.  
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Fig. 4 ΔE(oxo) vs ΔE(HAT) reaction energies (in kcal/mol) of catalysts shown as data points 
colored by metal (Cr in gray, Co in blue, Fe in red, and Mn in green), as in top left inset legend. 
Energy landscapes in the four panes correspond to those obtained at aHF = 0.00, 0.10, 0.20, and 
0.30 from left to right and top to bottom, as indicated in inset. A representative catalyst for each 
metal center is shown as an orange outlined square to highlight how reaction energies change 
with change in HF exchange fraction, and one representative Fe(III) catalyst is shown with the 
hydroxo moiety (i.e., Fe(IV)-OH(CO)4(PF3) in top left inset and annotated with arrows in all 
panes). Ball and stick structures are colored by element as: H in white, C in gray, O in red, F in 
cyan, P in orange, and Fe in brown. The solid gray lines represent zero-axes in all the plots 

 

 Examining trends by metal with increasing HF exchange (i.e., aHF from 0.00 to 0.30), we 

next assessed if these global changes alter which metals are expected to have favorable reaction 

energetics. Early transition metal (i.e., Cr and Mn) catalysts have unfavorable ΔE(HAT) 

irrespective of functional choice (Fig. 4 and Tables S12–S13 and Figs. S14–S16). For later 

metals, more HF exchange sensitivity is apparent: for increasing aHF a greater number of Fe 

catalysts have simultaneously exothermic ΔE(HAT) and ΔE(oxo), and more Co catalysts have 
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exothermic ΔE(HAT) but at the cost of increasingly endothermic ΔE(oxo) value (Fig. 4 and 

Tables S12–S13 and Figs. S14–S16). Thus, we would expect a GGA high-throughput screening 

to have a bias toward Co catalysts, whereas hybrids would favor Fe catalysts that are more 

consistent with general experimental observations.  

 We also observe the distribution of ΔE(oxo) for Cr catalysts to widen with HF exchange, 

while the equivalent distributions for Mn, Fe, and Co catalysts narrow (by ca. 10%, Fig. 4 and 

Tables S14–S15 and Figs. S17–S24). In contrast, over the same range of aHF, the Cr, Mn, and Fe 

metals have narrowing ΔE(HAT) distributions, whereas Co widens (by ca. 11%, Fig. 4 and 

Tables S14–S15 and Figs. S17–S24). These differences are likely attributable to a greater 

heterogeneity in the degree and nature of bond delocalization in Cr catalysts for oxo formation 

and Co for HAT (e.g., due to differences in the nature of the metal-oxo bond [88]). Overall, the 

definition of what catalyst optimizes this reaction shifts only moderately with increasing aHF to 

encompass a greater number of Fe catalysts, but the specific identities of the most favorable 

catalysts are likely even more sensitive to the aHF value. 

 We return to the question of differences in the global scaling relationship (i.e., linear free 

energy relationship or LFER) obtained with the B3LYP hybrid [88] versus those obtained in 

literature data sets with GGAs [77,81]. In prior work [88], the global scaling relation obtained 

with B3LYP indicated a shallower trade-off between HAT and oxo compared to literature 

values, but a large mean absolute error of prediction for the global scaling relation over a set of 

over 2,000 catalysts that motivated evaluation of LFERs by metal, oxidation state, and spin state 

[88] with smaller errors. We now investigate how these global and metal/oxidation/spin-state-

specific LFERs as well as their standard deviations change as a function of HF exchange (Table 

S16). Analyzing the global LFER, we observe that our slope is insensitive to aHF and comparable 
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to the previously obtained slope (ca. -0.3 ΔE(HAT)/ΔE(oxo)), and a comparably large mean 

absolute error (MAE) of prediction (>10 kcal/mol) limits applicability in screening of this LFER 

(Table S16). The key difference with increasing aHF, is that the global LFER intercept 

unsurprisingly decreases with increasing aHF by around 16 kcal/mol, with unchanged standard 

deviation (Fig. S25). Given that this global scaling relation would still lack predictive power as a 

screening tool, we assessed whether metal and oxidation/spin-state specific LFERs are also 

invariant with aHF (Figs. S26–S29).  

To identify exchange sensitivity of these individual scaling relations, we focus on the 

case of Fe(II) resting state catalysts that has been computed in three spin states, i.e. LS singlet, IS 

triplet, or HS quintet. The Fe(II) case is also the only metal/oxidation state combination in our set 

for which we have computed all three spin states with appreciable data. The qualitative trend 

[88] with B3LYP of a shallower LS Fe(II) slope (ca. -0.3) vs HS Fe(II) (ca. -0.6) and the IS 

Fe(II) inbetween (ca. -0.45) approximately holds for all HF exchange fractions, but we do 

observe some quantitative changes (Fig. 5). The IS Fe(II) catalyst LFER is strongly functional 

dependent, with steeper slopes at higher aHF, i.e., from around zero for a GGA to < -0.4 at aHF = 

0.30 (Fig. 5). The standard error on this spin state is high, highlighting limited applicability of an 

LFER here (Fig. 5). In comparison to the other two spin states, IS Fe(II) is seldom a ground state 

in a spin-conserved reaction coordinate with B3LYP [88], suggesting that LS or HS Fe(II) 

LFERs that are invariant or slightly sensitive to exchange could instead be used for screening 

(Fig. 5). From aHF = 0.00 to 0.30, intercepts shift downward to varying degrees for the three spin 

states, with the largest (ca. 40 kcal/mol) for the IS catalysts and a smaller adjustment for HS or 

LS (ca. 10–15 kcal/mol) that is comparable to the observed global intercept change (Fig. 5 and 

Fig. S25). Although our analysis focused on Fe(II), similar observations hold true for other metal 
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catalysts, with the IS LFER slopes varying markedly for all metals, whereas only the intercept 

shifts significantly for LS states (Fig. 5 and Figs. S26–S29). Thus the observed need for metal- 

and oxidation/spin-state-specific LFER slopes is not a consequence of functional choice, but 

even the applicability of more specific LFERs will be challenged for some IS/HS states.    

 
Fig. 5 ΔE(oxo) vs ΔE(HAT) LFER slopes (top) and intercepts in kcal/mol (bottom) with 
standard errors (shown in blue) obtained across LS (left), IS (middle), and HS (right) Fe(II) 
resting state catalysts as a function of HF exchange fraction, aHF. Zero-axes are shown by black 
solid lines 

 

Given that subtle variations in catalyst energetics cannot readily be captured by LFERs, 

we next evaluated the magnitude of relative catalyst performance changes by quantifying 

changes in percentile ranks for catalyst reaction energetics with HF exchange. These changes 

should highlight the extent to which catalyst energetics are shifting with respect to each other as 

a result of the catalyst-specific HF exchange sensitivities described in Sec 4.1. By metal, the 

relative oxo formation performance of Cr catalysts is least affected by aHF value, whereas 

significant differences are observed in ΔE(oxo) percentile ranks for other metals (Fig. 6 and Figs. 

S30–S31 and Table S17). In the case of HAT, increasing aHF does not frequently alter the 

relative favorability of either Cr or Fe catalysts, but Mn and Co catalyst performance for HAT is 
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strongly exchange-dependent (Fig. 6 and Figs. S30–S31 and Table S17). This suggests that the 

most favorable Cr catalyst for oxo formation or HAT with GGA would remain the same with 

moderate exchange (i.e., aHF = 0.30) in a GGA hybrid, and so the poor performance of these 

catalysts is, as a whole, invariant to functional choice. However, this invariance does not hold 

true for either step for Mn or Co and only applies for HAT with Fe, which is notable since Fe is 

one of the most frequent targets of biomimetic catalyst design.  

 
Fig. 6 Plots of percentile rank of energetics (ΔE(oxo), left and ΔE(HAT), right) at aHF = 0.00 vs 
aHF = 0.30. All catalysts are shown as data points colored by metal, with Cr in gray, Mn in green, 
Fe in red, and Co in blue, as shown in the inset legend in the left plot. Representative catalysts 
that deviate from parity are shown in outlined orange squares with arrows to inset structures: 
(left) Fe(V)=O(ox)2(Cl-) and Co(V)=O(CO)4(CN-) and (right) Co(IV)-OH(PH3)4(PMe3) and 
Mn(IV)-OH(en)2(NH3), where ox = oxalate and en = ethylenediamine. Ball and stick structures 
are colored by element as: H in white, C in gray, N in blue, O in red, F in cyan, P in orange, Mn 
in purple, Fe in brown, and Co in pink. The parity line is shown in orange in both plots 

 In the context of method dependence in catalyst design, the relative invariance of Fe 

HAT percentile ranks is of considerable interest in the design of promising methane-to-methanol 

catalysts. Thus, we return to the question of spin-state dependence with these observations of 

catalyst rank, since we showed that IS LFERs were more exchange-dependent than those for LS 

or HS Fe(II). The IS Fe(II) catalysts indeed have the greatest exchange sensitivity in ΔE(oxo) 

percentile ranks, but they preserve the small sensitivities observed overall for Fe ΔE(HAT) 
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percentile ranks (Figs. S31–S32). The HS Fe(II) catalysts that of primary focus for catalyst 

design screens have even smaller exchange dependence for both ΔE(oxo) and ΔE(HAT) 

percentile ranks (Figs. S31–S32).  

 Ultimately, we should expect that trends described thus far can also be sensitive to ligand 

field strength. Complexes with strong field ligands are known [117,63,35,119,36] to exhibit 

greater exchange sensitivity than those with weak field ligands, explaining possible shifts in 

catalyst ranks with increasing aHF values. Indeed, catalysts (e.g., with Co) with strong field (e.g., 

PH3) ligands shift toward relatively favorable ΔE(oxo) and unfavorable ΔE(HAT) with 

increasing aHF values, whereas weak field (e.g., H2O) ligands correspond to TMCs with 

worsening relative ΔE(oxo) percentile rank (Fig. S33). The unexpected outliers in relative 

ordering for later transition metals (i.e., Fe, Co) are also typically catalysts with strong field 

ligands (Fig. 6 and Fig. S34). Overall, this suggests that in many cases relevant for 

computational catalyst design (e.g., Fe TMCs), the single most favorable catalyst for oxo 

formation or HAT obtained with GGA is unlikely to have the same ligand chemistry as the 

catalyst obtained with a hybrid functional, despite the relative insensitivity of trends obtained 

from global or even specific LFERs. 

4.3 Trends in Spin Splitting Energies and Ground States 

 While we expect weak-field ligands to favor HS ground states and strong-field ligands to 

favor LS ground states, ground state assignment for the mid-row TMCs will also be sensitive to 

functional choice. Increasing HF exchange fraction from a GGA to a hybrid tends to 

preferentially stabilize HS states over LS states in mid-row transition metal complexes 

[36,117,38,120]. While spin-state splitting and ordering sensitivity is well-established over large 
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data sets [117], reaction energetic sensitivity has only been explored on small data sets [63,45]. 

Since we know that reaction energetics in our catalysts have similar HF exchange sensitivity 

magnitudes to those typical of ground spin state assignment, we next assess the interplay of spin-

state and reaction energetics sensitivity.  

 A change in the reactant and product intermediate ground states for a reaction step with 

HF exchange alters whether the reaction is spin-allowed, i.e., the ground state is unchanged or 

only minimally-changed as in radical reactions. To make this assignment across a sufficiently 

broad catalyst set, we classify reactions as spin-allowed if the ground state is unchanged for oxo 

formation and HAT, which requires that the resting state and metal-oxo intermediates are in the 

same spin state  and the metal-hydroxo intermediate differs by a single additionally unpaired 

electron, and we classify any energy landscape with a change in ground state as spin-forbidden. 

This assignment was chosen because this analysis only requires that we study the exchange-

dependent spin-state ordering and splitting energies for the intermediates involved in oxo 

formation and HAT, allowing us a larger set than if we included the methanol-bound 

intermediate needed to compute release and rebound sensitivities that would have greatly 

reduced the available data set size (Tables S18–S19). An additional motivation for focusing on 

only the first two steps is that since the radical rebound step is strongly exothermic, rapid 

progress for this step even through a metastable spin state could be expected.  

 We analyze the change in distribution of ground spin states for the three intermediates 

(i.e., resting state, metal-oxo, and metal-hydroxo) with increasing HF exchange (Fig. 7 and 

Tables S20–S21 and Figs. S35–S37). The expected behavior is observed with increasing aHF, 

with the number of catalysts with LS ground states decreasing for all three intermediates as IS 

and HS states become increasingly favored (Fig. 7). This is especially true for the resting state 
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and metal-hydroxo intermediates, which have spin splitting energies with higher exchange 

sensitivities than the metal-oxo intermediates do (Fig. 7 and Tables S20–S21 and Figs. S35–

S37). While overall behavior of exchange to stabilize HS/IS over LS states is expected, reduced 

spin-state exchange sensitivity of the metal-oxo is at first surprising because the metal-oxo bond 

nominally contributes a stronger ligand field interaction than the resting state or metal-hydroxo 

intermediate. Resting state intermediates have an even stronger preference towards IS states on 

average in comparison to the metal-hydroxo intermediate (Fig. 7 and Figs. S38–S39).  

 
Fig. 7 Stacked bar plots of the number of catalysts that have LS (red), IS (blue), and HS (green) 
ground states as a function of HF exchange, aHF, for resting state (M), metal-oxo (M=O), and 
metal-hydroxo (M-OH) intermediates. The HS state is only defined for Fe(II)/Co(III). The plot 
on the right shows the number of catalysts that have a spin allowed reaction energy landscape for 
both oxo formation and HAT steps (shown in black) and a spin forbidden landscape (shown in 
gray) as a function of aHF 

 Our spin state and oxidation state convention means that HS states are only defined for a 

d6 resting state (i.e., Fe(II) or Co(III)). Where sufficient data is available, as is the case for Fe(II) 

alone, HS states are increasingly favored instead for these same intermediates (Fig. 7 and Figs. 

S39). Even in the case of Fe(II), the electron-poor, metal-oxo intermediate still favors IS ground 

states with only a small number (i.e., 3 of 32) of Fe(II) metal-oxo intermediates becoming HS at 

increased exchange values (Fig. 7 and Figs. S39). When the HS state is favored for the Fe(IV)=O 

intermediate, it is only for the catalysts with have very weak-field ligands (e.g., H2O, Fig. 7 and 

Figs. S39). Thus, a combined ligand field and delocalization argument still applies to guide 

understanding of HF exchange favored ground states, but a decreased difference in 
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delocalization of spin states in the metal-oxo due to more equivalent π interactions means this 

intermediate has lower spin-splitting exchange sensitivity than the resting state or metal-hydroxo 

intermediates. As a result of the higher spin splitting exchange sensitivities of the resting state 

and metal-hydroxo intermediates in Fe(II), more catalysts become spin-allowed with increasing 

exchange as the resting state and metal-hydroxo intermediates have increasingly stabilized IS or 

HS ground states that achieve consistency with an already IS or HS metal-oxo ground state (Fig. 

7 and Figs. S39). For other metals and oxidation states (i.e., Cr, Mn, Co(II), and Fe(III)), the 

ground state of the resting state has limited exchange dependence in comparison to more 

moderate stabilization of the IS state for the metal-oxo and metal-hydroxo intermediates at 

higher aHF (Fig. 7 and Fig. S38).  

Given their importance in biological and biomimetic catalysis, it is notable that the Fe(II) 

catalysts exhibit such strong sensitivity of spin-state ordering by intermediate to HF exchange. 

While the resting state and metal-hydroxo intermediates show increasingly stable HS ground 

states at higher HF exchange fractions, the metal-oxo intermediate typically (> 90%) has an IS 

ground state irrespective of HF exchange fraction and thus spin-forbidden reaction energetics 

(Tables S22–S23). Examining representative Fe(II) catalysts, we note that the Fe(II)(H2O)4(pisc) 

catalyst with weak-field ligands has spin-forbidden energetics at aHF = 0.0 with distinct ground 

states for all three intermediates (i.e., HS resting state, IS metal-oxo, and LS metal-hydroxo, Fig. 

8). Higher exchange fractions (aHF ≥ 0.1) stabilize HS ground states for both metal-oxo and 

metal-hydroxo, leading to a spin-allowed reaction in a HS ground state that is consistent with 

ligand field arguments (Fig. 8). In contrast, an Fe(II)(PF3)4(H2O) catalyst with strong field 

ligands has spin-forbidden energetics regardless of aHF values (Fig. 8). For this catalyst, the GGA 

(i.e., aHF = 0.0) oxo formation is spin-allowed in an IS state that is consistent with ligand field 
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arguments, but it becomes spin-forbidden at higher aHF values that stabilize an HS state for the 

resting state intermediate while the metal-oxo IS ground state remains unchanged (Fig. 8). 

Hence, the functional choice impacts conclusions on spin-allowed or spin-forbidden reactivity 

due to differences in spin-state ordering sensitivity by intermediate, an effect that is particularly 

evident for Fe(II) catalysts due to the near degeneracy of the three spin states studied.  

 
Fig. 8 HF exchange effect on ground spin states demonstrated with two representative Fe(II) 
catalysts, Fe(II)(H2O)4(pisc) (top) and Fe(II)(PF3)4(H2O) (bottom). Reaction thermodynamics are 
shown for LS (red), IS (blue), and HS (green) states at aHF = 0.0 (left) and aHF = 0.3 (right). 
Reactant, metal-oxo, metal-hydroxo, methanol-bound intermediate, and product are denoted by 
R, =O, -OH, -CH3OH, and P, respectively. Reaction thermodynamics of oxo formation and HAT 
steps are shown in opaque colors while those of rebound and methanol release steps are indicated 
with dashed lines and translucent colors  

 

5 Conclusions  

 Typically, high-throughput catalyst screens are carried out with a single DFT functional 

at a fixed degree of HF exchange, either none as is common in plane wave periodic boundary 

condition calculations for heterogeneous catalysis or around aHF = 0.20-0.25 in molecular 

catalysis. We carried out the first large-scale study of the effects of HF exchange on over 1,200 

mononuclear 3d TMCs in a range of oxidation and spin states to understand the effects of these 

choices on computed reaction energetics in the representative case of direct methane-to-methanol 
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conversion via a radical rebound mechanism. With increasing exchange, we observed less 

favorable ΔE(oxo) but more favorable ΔE(HAT) and ΔE(rebound), while ΔE(release) had limited 

functional sensitivity. The average sensitivities of the first three steps were comparable to typical 

sensitivities observed for spin splitting energetics [46] and those reported previously on model 

catalysts [63]. As a result of these sensitivities, the mostly exothermic ΔE(oxo) becomes more 

endothermic with increasing exchange, whereas the mostly endothermic ΔE(HAT) becomes 

increasingly exothermic at higher aHF. We observed wide ranges of sensitivities that depended on 

catalyst chemistry, leading to cases where different exchange fractions would predict distinct 

“best-in-class” catalysts for each reaction step, as quantified through changes in percentile rank 

with exchange. 

 We showed that differences in the applicability and slopes for global oxo formation vs 

HAT scaling relationships obtained with a GGA [77,81] vs a hybrid [88] were due to differences 

in data set construction and not functional choice. Indeed, we observed global LFERs to be 

insensitive to HF exchange fraction but also to have too high fitting errors to be useful at any aHF 

value. Analysis of oxidation- and spin-state dependent LFERs by metal indicated that LS LFER 

slopes were insensitive to HF exchange, whereas for Fe(II) where both IS and HS LFER slopes 

could be obtained, IS states were disproportionately sensitive. Thus, applicability of a global 

LFER to open shell metal centers that has sometimes been observed [81] is likely specific to the 

range of spin states for the systems studied. 

 We showed the interplay of the effect of exchange on spin-splitting energetics and 

reaction energetics to be important to computational screening of open-shell catalysts where the 

possibility of multi-state reactivity[98,100] necessitates analysis of whether the reaction is spin-

allowed or spin-forbidden. As might be expected from the typical effect of HF exchange to 
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stabilize higher-spin states, we observed a decrease in the number of LS ground states vs IS or 

HS ground states, but the effect was stronger in resting state or metal-hydroxo intermediates than 

already IS-favoring metal-oxos. Given that increasing exchange had the effect of aligning the 

metal-oxo ground state with the other two intermediates, increasing HF exchange generally 

recovered a greater number of catalysts with spin-allowed energetics and predicted more 

consistent, expected ground states for catalysts with weak ligand fields. 

 Overall, by studying the representative case of direct methane-to-methanol conversion we 

have shown that the functional choice can alter relative energetics, catalyst performance, and 

whether the reaction is spin-allowed. For LS states of all metals studied, however, the relative 

trade-off between oxo formation and HAT energetics is not strongly functional sensitive, as 

evident from the limited HF exchange dependence of LS-specific LFERs. Thus, LFERs for 

catalytic cycles with closed shell intermediates remain a useful way to draw conclusions from a 

single approximate DFT functional.  
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catalysts; histograms of IS-LS, HS-IS, and HS-LS spin splitting energy sensitivities; stacked bar 
plots of ground spin states of all catalyst intermediates; stacked bar plots of ground spin states of 
Fe(II) catalyst intermediates; ground spin states of intermediates of Fe(II) catalysts at aHF = 0.00 
and 0.30; classification of Fe(II) reaction energies as spin-allowed or spin-forbidden. (PDF) 
 

The data sets and codes generated during and/or analyzed during the current study are available 
in the “methane-to-methanol reaction energy sensitivities” repository, at 
https://doi.org/10.5281/zenodo.4895418 The codes used in this work are also added to 
molSimplify. 
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